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Introduction

A Methods

Minimizing objective functions, Hierarchical, probabilistic-based models, Artificial

Neural Network
A Establish the number of clusters beforehand or set the number once the

algorithm has been completed
A The networks typically require a previous adaptation phase for the neurons.

A Enhanced Self Organized Dynamic Tree neural network (ESODTNN)

Eliminates the expansion phase

Uses algoritnirms to deizci low density zones and graon ingory orocedures in order io

establish a connection between elements.

Allows to revise the clustering process using hierarchical methods

- Introduction Clustering techniques ESODTNN Results & Conclusions




