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Presentation Overview

As part of the Google Books digitization project, the Google Books Ngram Viewer
(hftps://books.google.com/ngrams) was released in late 2010 to enable public querying of a “shadow dataset”
created from the tens of millions of digitized books. The texts are from a 500-year span (1500-2000+), with new texts
added fairly continuously, and there are a range of datasets of different text corpuses (and in different languages,
like Italian, French, German, Spanish, Russian, Hebrew, and simplified Chinese). The name of the tool comes from a
computer science term referring to strings of alphanumeric terms in particular order: a unigram (or one-gram)
consists of one entity, a bigram (or two-gram) consists of two entities, onwards. (Its precursor was a prototype
named “Bookworm.”) Users may acquire the (de-contextualized) word or phrase or symbol frequency counts of
terms in books—which provide a lagging indicator of trends (over time), public opinion, and other phenomena.
The Ngram Viewer has been used to provide insights on diverse topics such as the phenomena of fame (and the
fields which promote fame), collective forgetting, language usage, cultural phenomena, technological
innovations, and other insights. The data queries that may be made with this tool are virtually unanswerable
otherwise. The enablements of the Google Books Ngram Viewer provide complementary information sourcing for
designed research questions as well as free-form discovery. This tool is also used for witty data visualizations (such
as simultaneous queries of “chicken” and “egg” to see which came first) based on the resulting plotted line chart.
The tool also enables the download of raw dataset information of the respective ngrams, and the findings are
released under a generous intellectual property policy. This presentation will introduce this semi-controversial tool
and some of its creative applications in research and learning.
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Welcomel

Hellol Who are you¢

Any direct experiences with n-gramse Any research angles that may be
informed by n-grams?¢

What are your interests in terms of the Google Books Ngram Viewere What
is your level of experience with this Viewere
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What is the

Google Books
Ngram Viewere




History

Google Books project (conceptualized from 1996, official secret launch in
2002, announcement of “Google Print” project in 2005, new user
interface in 2007, known also as Google Book Search)

Over 100 million digitized books from 1500s to the present

\ / Book Search interface available in 35 languages

Over 10,000 publishers and authors from 100+ countries in the Book Search
Partner Program

Integrated with Google Web Search

Public domain works in full view, copyrighted works with snippets (“Google

Books”)



http://books.google.com/googlebooks/about/
http://books.google.com/
http://en.wikipedia.org/wiki/Google_Books
http://en.wikipedia.org/wiki/Google_Books

History (cont,

Derived shadow dataset: Bookworm Ngrams -> Ngram Viewer

Based on a “bag of words” approach
Launched in late 2010

Google Books Ngram Viewer prototype (then known as “Bookworm”)
created by Jean-Bapftiste Michel, Erez Aiden, and Yuan Shen...and then
engineered further by The Google Ngram Viewer Team (of Google
Research)


https://books.google.com/ngrams
https://books.google.com/ngrams
https://books.google.com/ngrams

History (cont,

Includes a number of corpuses across
many languages (finer details of each

Corpus)
Current corpuses

American English 2012, American
English 2009

British English 2012, British English 2009
Chinese 2012, Chinese 2009

English 2012, English 2009

English Fiction 2012, English Fiction 2009

English One Million

French 2012, French 2009
German 2012, German 2009
Hebrew 2012, Hebrew 2009
Spanish 2012, Spanish 2009
Russian 2012, Russian 2009
Italian 2012


https://books.google.com/ngrams/info
https://books.google.com/ngrams/info

Some Terminology

Digital humanities: Research from computation and disciplines in the
humanities

Big data: Datasets with an “n of all,” large datasets with a large number of
records (such as in the millions)

N-gram: A contiguous sequence of n items from text or speech (unigram,
bigram / digram, trigram, four-gram, five-gram, and so on), often
representing a concept

Text corpuses: Collections of text such as manuscripts or microblogging
sfreams or other fexts

Shadow dataset: Masked or de-identified extrapolated data



Some Terminology (cont,

Frequency count: The number of times a particular n-gram appears in a
text corpus

Smoothing: The softening of spikes by averaging data from preceding and
following years to indicate a “Ymoving average” (a smoothing of 1 means
a datapoint on the linegraph is the average of the count for 1 year to
each side; a smoothing of 2 means the average of the count for 2 years to
each side, etfc.)

Data visualization: The image-based depiction of data for the
identftification of patterns



Unigram or one-gram
Bigram or digram or two-gram

Trigram
Four-gram

Five-gram

Six-gram
Seven-gram

time, $, Julia, pi, 3.14159265359

borrow money, return home, déja vu,
golden mean

her own purse, the trip abroad

the time it took, the Merchant of
Venice

when he left the store, after she fed
the dog

| plan to travel very soon

The president will visit the state
tomorrow



3.14159265359

Google books Ngram Viewer

Graph these comma-separated phrases:  3.14159265359 [ case-insensitive

between 1900 and 2000 from the corpus | English jwith smoothing 0f|3 VI.

0.000000140%

314159265359

0.000000120% 4 :
0.000000100%

0.000000080%

0.000000060% 4

0.000000040%

0.000000020% A

D.DUDDDDDDD@?

900 1910 1920 1930 1940 1950 1960 1970 1980 1990 2000

(click on lineflabel for focus)

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About Ngram Viewer




A “Shadow Dataset” of Google Books

Collections

Shadowing the dataset to protect against privacy infringement or reverse
engineering of manuscripts

The machine extraction of n-grams from the de-contextualized texts

Pure frequency counts of the n-grams in various sequences (but only if they
reach a threshold of ngrams that appear in 40 or more books to keep the
processing manageable)

Tagging of parts of speech (POS) that structure language but do not hold
semantic value

The elimination of unique phrase sequences to avoid potential hacking and
reverse-engineering of particular texts



A “Shadow Dataset” of Google Books

Collections (cont)

Depiction of frequency counts over time (with defined and editable start-and-
end years) for broad-scale trending

Ability to compare multiple words and phrases

Value Added Capabilities
Downloadable n-gram datasets (for further analysis)
Interactive visualizations from mouseovers
Machine-highlighted years of interest
Linkage to original texts (on Google)

Choices from dozens of different and multilingual corpuses (French, simplified
Chinese, Italian, Russian, Spanish, Hebrew, German, and others)



Anomalous Years of Interest; Links

GD SIL’ "fairytale” n

Books News More ~ Search tools

Google books Ngram Viewer

Images

levance - Clear

Any document - Jan 1, 1582 — Dec 31, 1963 ~ Sorte

Graph these comma-separated phrases:  fairytale [T case-insensitive Search English pages -

between 1500 and 2000 from the corpus I English j with smoothing Dfl 3 'l. rch lots of books Salome of the Tenements @
books.google.com/books?is bn=0252064356

RSO Anzia Yezierska - 1923 - Preview - More editions Eg:g:gg!:ng‘:f;:g?m?locm
g-class Salome and her highborn John the Baptist, oreta.

Alove story ofa wo Limited Edition cuckoo clocks
the novel is based on the real-life story of Jewish immigrant Rose co ;

. de by ASchneide
0.0000900% - ==/ Pastor fantale romance with the milionaire socialist Graham Staies ade by Aseneider
, § - - Fairy Tales
0.0000800% r Japanese Children's Favorite Stories Book One - Book 1 mm%rugsmre_comﬁmn,mes .
_ books.google.com/books?isbn=0804834490 Buy Fairy Tales Lice Hair Care.
Florence Sakade - 1958 - Preview - More editions Free Shipping On §35+ User Reviews!

0.0000700%

Twenty traditional stories from Japan include the tales of Momotaro, the
peach boy, the rabbit in the moaen, the tongue-cut sparrow, and others.

Cinderella Picture Book

(0.0000600% . -
www.istorybooks.col

Tales from the Alhambra Vibrant pictures. Lively narration.

Dbooks.google.comibooks Pid=rESKAAAAYAA Engaging music. Interactive. Free

0.0000500% 4

Washington Irving - 1970 - Read - More editions

0.0000400% A Fairytale
www.iarget.com/ -
) Find Fairytale Today.
0,
0.0000300% . Shop Fairytale at Target.com
fairytale Saint Thomas of Aquinas - Page 19
0.0000200% 4 ] books.google.com/books?isbn=0335090021 N Fairy Tale Pictures
| Gilbert Keith Chesterton - 1956 - Preview - More editions WWW WO Com/F airy+ Tale+Pictures -

0.0000100% - | And when we come to that. we find it is something as simple as St. Search Fairy Tale Pictures

- S Y/ Francis himself could desire; the message from heaven; the story that is Look Up Quick Results Mow!

told out of the sky; the fairytale thatis really true. It is plainer still in more

See your ad here »

ce Free Will ...

0.0000000% I I I I r ) t T T T 1 popular problems
1500 1550 1600 1650 1700 1750 1800 1850 1900 1850 2000
Elements of Criticism - Volume 2 - Page 113

books.google.com/books ?id=49ICAAANYAA]

Lord Henry Home Kames - 1762 - Read - More editions

that few will be affected with the representation of it more than with 3
. / fairytale. The objection first mentioned strikes also againstthe Pbedra of
Search in Google Books: this author. The queen’s passion for her stepson, being unnatural and

beyond all bounds, creates

(click on lineflabel for focus)

(=]
(=}
=
=

1500 - 1580 1581 1582 - 1963 1964 - 1999 fairytale English Crime and Punishment

books.google.com/books ?id=dNKJExyijwC
\\\ Fyodor Dostoyevsky - 1953 - Preview - More editions
Mo one in?” Raskolnikov asked, addressing the person atthe bureau
Whom do you want?” “A-ah! Not a sound was heard, not a sight was
seen, butl scentthe Russian... how does it go on in the fairytale... I've
forgotten! "At your service!

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About Mgram Viewer

More Tales from Grimm - Page vii
books.google.comibooks?isbn=1452909091

‘Wanda Gaag, Jacob Grimm, Wilhelm Grimm - Preview - Mare




foot and mouth disease, FMD, hoof

and mouth disease

Google books Ngram Viewer

Graph these comma-separated | root and mouth disease,FMD hoof and mouth disease |D case-insensitive
phrazes:

between 1800 and 2000 fromthe corpus English « with smoothingof 3 - .

0.0000180% A
0.0000160% o
0.0000140%
0.0000120%
0.0000100%
0.0000080% FMD
0.0000060%

0.0000040%
foot and mouth disease

0.0000020% -
f\_ hoof and mouth disease
0.0000000%

1800 1820 1840 1860 1830 1900 1920 1940 1960 1930 2000

{click on line/label for focus)

Search in Google Books:

1800 - 1887 1898 - 1913 1914 - 1920 1921-1982 1983 - 2000 foot and mouth disease English
1800 - 1950 1961 -1973 1974 1975- 1996 1997 - 2000 fmd English
1800 -1825 1926 - 1942 1943 - 1944 1945 - 1980 1981 - 2000 hoof and mouth disease English

Run your own experiment! Raw data is available for download here.

@ 2013 Google - Privacy & Terms - About Gooagle - About Google Books - About Naram Viewer



Downloadable Experimental Datasets

The format of the total_councs files are similar, except that the ngram field is absent and there is one triplet of values (match_count, page_count, volume_count) per year.

Usage: This compilation is licensed under a Creative Commons Attribution 3.0 Unported License.

English
Version 20120701
total_counts

punctuation pv pw px py pz 9_ ga gb gc gd ge of 99 gh g1 gy gk gl gm gn go gp 9g grgs gt qu Qv gw gX gy Q2 [

Version 20090715 I}
total_counts

3944041424344454647484955051525354555657585966061626364656667 6869770 71727374757677787988081828384 858657 8589990919293 94 9596979839




Some Controversies with the Ngram

Viewer

Decontextualized machine "“analysis” vs. contextualized reading and
human expertise

Machine “(nonjreading” (in frequency counts) vs. human reading
(symbolic decoding), a quantitative vs. a qualitative focus, an
overbalance into computational understandings (a quantity of words
separated from conscious expressed meaning and author hand)

Example from Karen Reimer’s “Legendary, Lexical, Loquacious Love” (1996), a
deconstructed book which consisted of lists of alphabetized contents (per
Uncharted...)

Inability to verify results outside of Google Books Ngram Viewer

Some degree of elusive “black box” lack of knowledge about functionality



Google books Ngram Viewer

Graph these comma-separated phrases: | kidelight ||_ case-insensitive
O+ share 0

between 1800 and 2000 from the corpus | English j with smoathing r:rf|3 "I. W Tweet

Embed Chart

0.0000550% 5
0.0000500% +
0.0000450% +
0.0000400%
0.0000350% H
0.0000300% +
0.0000250% ~
0.0000200% +
0.0000150% H
0.0000100% + sidelight

0.0000050% +

D-DDDDDUD% 1 I 1 I I 1 I 1 I 1
1800 1820 1840 1860 1880 1900 1920 1940 1960 1980 2000

(click on lineflabel for focus)

Search in Google Books:

1800 - 1913 1914 - 1945 1946 - 1952 1953 - 1979 1980 - 2000 sidelight English

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About Mgram Viewer




Research Potential?¢

On first blush, what do you think can be learned from such data
extractionsg¢ Why¢

What can be asserted from the linegraphse

Would publishers ever accept a deconstructed book for publication (or do
you think these are mainly one-offsee

Dt

DY



A Cursory Overview of Research

FiIndings So Far from Ngram Viewer

Fame: Who gets famous, and howe What sorts of professions lead to
famee

Collective memory: In terms of human memories of events, how long do
people tend to remembere What is the trajectory of collective
consciousness from knowing to not knowing?

Adoption of innovations: What is the typical time length for people to
accept technological and other innovationse How do cultural
phenomena affect human populations over timee

Language evolution: How does language evolve over time¢ How do rules
of language become normalized?e



A Cursory Overview of Research

FIndings So Far from Ngram Viewer

First-use of terms: When was the time when a term was first used? (such as
terminology linked to technological innovations) (a form of fact-checking)

Popularity: Between various artists / scientists / politicians, who was more
popularin his / her day?

Government Censorship: What was the role of Nazi censorship of certain
Jewish arfists in terms of their reputations and mentions / non-mentions in

the literature?¢



Some Examples




INngle Extraction

dimsum

Google books Ngram Viewer

Graph these comma-separated phrases: | dimsum ||_ case-insensitive

between 1500 and 2000 from the CurpualEng\ish jwith smoothing Uf|3 -|.

0.000000450%
0.000000400% -
0.000000250% -
0.000000300%-
0.000000250%-
0.000000200% - dimsum
0.000000150%-
0.000000100%-
0.000000050% - ﬂ

0.000000000% . . . . . . . n. — .
500 1550 1800 1850 1700 1750 1800 1850 1900 1950 2000

(click on ling/label for focus)

Search in Google Books:

1500 - 1686 1867 - 1986

(T=]
==]
=

1988 - 1997 1998 - 2000 dimsum English

Run your own experiment! Raw data is available for download hers.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About Mgram Viewer




Two Element Comparison

dimsum,tapas

Google books Ngram Viewer

Graph these comma-separated phrases: | dimsum,tapas ||_ case-insensitive

between 1500 and 2000 fromthe corpusIEngI\sh jwith smoathing 0f|3 'I-

0.0000450%
0.0000400% + tapas
0.0000350%
0.0000300%
0.0000250%
0.0000200% -
0.0000150%
0.0000100%

0.0000050% o

0.0000000% T T T T r — ! ! ' ,dimsum
500 1550 1600 1650 1700 1750 1800 1850 1900 1950 2000

(click on lineflabel for focus)

Search in Google Books:

1500 - 1886 1887 - 1986 1987 1988 - 1997 1998 - 2000 dimsum English
1500 - 1883 1884 - 1984 1985 - 1990 1991 - 1996 1997 - 2000 tapas English

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About MNgram Viewer




Two Element Comparison (cont,

future,past

Google books Ngram Viewer

Graph these comma-separated phrases: ‘ future, past ||_ case-insensitive

between 1500 and 2000 from the corpuleninsh jwith smoaothing 0f|3 hil B

0.0200% =
0.0180% past
0.0160% 4 future
0.0140%
0.0120%
0.0100% 4
0.0080% o
0.0060% 4
0.0040%

0.0020%

0.0000% + T T T T T T T T T 1
1500 1550 1600 1650 1700 1750 1800 1850 1900 1950 2000

(click on lineflabel for focus)

Search in Google Books:

1500 - 1671 1672 - 1908 1909 - 1942 1943 - 1972 1973 - 2000 future English
1500 - 1628 1629 - 1913 1914 - 1944 1945 - 1974 1975 - 2000 past English

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About Mgram Viewer




Multi-Element Comparisons and Conftrasts

height,weight

diet,exercise

Google books Ngram Viewer

‘ [T case-insensitive

j with smoothing of | 3 x|, Search lots of books

Graph these comma-separated phrases: | height,weight

between 1500 and 2000 ﬁUmthecurpulenghsh

0.0350%
0.0300% ~
0.0250% A
0.0200%
0.0150% 4

0.0100%

0.0050%

0.0000% ﬂ

weight

height

1500 1550 1600 1650 1700 1750 1800 1850 1900

(click on lineflabel for focus)

Search in Google Books:

1500 - 1637 1638 - 1666 1667 - 1811 1812 - 1948 1949 - 2000 height English
1500 - 1640 1641 - 1672 1673 - 1818 1819 - 1961 1962 - 2000 weight English

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About Ngram Viewer

1950

2000

Google books Ngram Viewer

‘ [~ case-insensitive

j with smoathing Dfl 3 'I. Search lots of books

Graph these comma-separated phrases: | jet,exercise

between 1500 and 2000 from the corpusIEninsh

0.0160%
0.0140%
0.0120% J
0.0100%
0.0080%
exercise
0.0060%
0.0040%
0.0020% T

0.0000% T T T T T T T T T d
1500 1550 1600 1650 1700 1750 1800 1850 1900 1950 2000

(click on lineflabel for focus)

diet

Search in Google Books:

1630 - 1773
1621 - 1806

1774 - 1798
1807 - 1836

1500 - 1629
1500 - 1620

1799 - 1973
1837 - 1956

1974 - 2000 diet
1957 - 2000

English
English

exercise

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Googls - About Google Books - About Ngram Viewer




Year(s)

1984, 1999, 2010

Google books Ngram Viewer

Graph these comma-separated phrases: ‘ 1984,1999,2010 ‘l_ case-insensitive

between 1500 and 2000 from the corpuleng\ish jwith smoothing of [3 =],

0.0260%
0.0240%
0.0220%
0.0200%
0.0180%
0.0160%
0.0140%
0.0120%
0.0100% 1984
0.0080%
0.0060%
0.0040%
0.0020%

0.0000% T rL‘u e T . ' ' | | ,2010

1500 1550 1600 1650 1700 1750 1800 1850 1800 1850 2000

(click on line/label for focus)

1999

Search in Google Books:

1500 - 1515 1516 - 1989 1990 - 1991 1992 - 1994 1995 - 1997 1984 English
1500 - 1589 1600 1601 - 1994 1995 - 1999 2000 1999 English
1500 - 1723 1724 - 1991 1992 - 1395 1996 - 1998 1999 - 2000 2010 English

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About Mgram Viewer




Symbols

&, ampersand

Google books Ngram Viewer

Graph these comma-separated phrases: | & ampersand ||_ case-insensitive

between 1500 and 2000 from the corpuleninsh jwith smoothing of | 3 'l.

0.280% -
0.260%-
0.240% ﬂ
0.220%-

0.200%-
0.180%-
0.160%-
0.140%-
0.120%
0.100%-
0.080%-
0.060% -

0.040% ~ &

0.020% + ﬂ

0.000% } == T T T T T T T T .ampersand
1500 1550 1600 1650 1700 1750 1800 1850 1900 1950 2000

(click on lineflabel for focus)

Search in Google Books:

1500 - 1583 1564 - 1640 1641 - 1665 1666 - 1893 1894 - 2000 -3 English
1500 - 1578 1579 1580 - 1975 1976 - 1994 1995 - 1999 ampersand English

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About Mgram Viewer




hrases: Multiword Strings

crossing the Rubicon

Google books Ngram Viewer

Graph these comma-separated phrases: | krossing the Rubicon ‘I' case-insensitive

between 1500 and 2000 from the curpualEninsh jwiih smoothing of |3 =|.

0.00000350% 1
0.00000300% 4
0.00000250%
0.00000200%
0.00000150% + crossing the Rubicon

0.00000100%

0.00000050% A

0.00000000%

500 1550 1600 1650 1700 1750 1800 1850 1900 1950 2000

(click on line/label for focus)

Search in Google Books:

1500 - 1819 1820 - 1885 1886 - 1896 1897 - 1977 1978 - 2000 crossing the rubicon English

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About Ngram Viewer




(Somewhat

More)
Advanced
Searches

WILDCARD EXTRACTIONS
INFLECTION SEARCHES

CASE SENSITIVITY / CASE
INSENSITIVITY

ACCESSING TAGGING (AS FOR
PARTS OF SPEECH)

RICHER COMBINATIONS

SOME BOOLEAN-BASED
QUERIES

STARTS AND ENDS OF
SENTENCES

DEPENDENCY RELATIONS
ROOTS OF PARSE TREES



Wildcard Search *

The use of * to stand in for a word so the Ngram Viewer will display the top
ten substitutes (of most common stand-in words) for the asterisk



the * of his life

Google books Ngram Viewer

Graph these comma-separated phrases: | the * of his life ‘l_ case-insensitive

between 1800 and 2000 from the corpus | English > | with smoothing 0f|3 'I. Search lots of books

0.000220%
0.000200% -

0.000180% 4 the rest of his life

0.000160%
0.000140% 4

0.000120%

. the end of his life
0.000100%

9/,
0.000080% the remainder of his life
0.000060% - the course of his life
the whole of his life
the days of his life
the risk of his life
the close of his life

0.000040%
0.000020%

0.000000% T T T T T T T T 1
1800 1820 1840 1860 1880 1900 1920 1940 1960 1980 2000

(click on lineflabel for focus, right click to expand/contract wildcards)

Search in Google Books:

1800 - 1835 1836 - 1958 1959 - 1972 1973 - 1986 1987 - 2000 the rest of his life English
1800 - 1829 1830 - 1949 1950 - 1963 1964 - 1979 1980 - 2000 the end of his life English
1800 - 1810 1811 - 1821 1822 - 1862 1863 - 1945 1946 - 2000 the remainder of his life English
1800 - 1818 1819 - 1858 1859 - 1867 1868 - 1954 1955 - 2000 the close of his life English
1800 - 1812 1813 - 1823 1824 - 1867 1868 - 1964 1965 - 2000 the course of his life English
1800 - 1863 1864 - 1902 1903 - 1912 1913 - 197 1972 - 2000 the story of his life English
1800 - 1812 1813 - 1823 1824 - 1867 1868 - 1956 1957 - 2000 the whole of his life English
1800 - 1813 1814 - 1822 1823 - 1856 1857 - 1940 1941 - 2000 the days of his life English
1800 - 1807 1808 - 1815 1816 - 1842 1843 - 1910 1911 - 2000 the history of his life English
1800 - 1819 1820 - 1881 1882 - 18394 1895 - 1952 1953 - 2000 the risk of his lifa English

Run your own experiment! Raw data is available for download here

© 2013 Google - Privacy & Terms - About Google - About Google Books - About Ngram Viewer




the * of her life

Google books Ngram Viewer

Graph these comma-separated phrases: ‘ the * of her life ||_ case-insensitive

between 1800 and 2000 from the corpus | English ¥ | with smoothing of |3 x|

0.0000900% -

0.0000800% A the rest of her life

0.0000700%
0.0000600%
0.0000500%

0.0000400% -

the end of her life

the story of her life

the remainder of her life
the days of her life

the course of her life

0.0000300%

0.0000200%

0.0000100%

the history of her life
the risk of her life

1900 1920 1940 1960 1980 2000

(click on line/label for focus, right click to expand/contract wildcards)

0.0000000% A T
1800 1820 1840 1860

1880

Search in Google Books:

1800 - 1851 1852 - 1977 1978 - 1967 1988 - 1994 1995 - 2000 the rest of her life English
1800 - 1829 1830 - 1917 1918 - 1933 1934 - 1987 1988 - 2000 the end of her life English
1800 - 1807 1808 - 1821 1822 - 1832 1833 - 1957 1958 - 2000 the remainder of her life English
1800 - 1856 1857 - 1894 1895 - 1905 1906 - 1981 1982 - 2000 the story of her life English
1800 - 1816 1817 - 1860 1861 - 1871 1872 - 1953 1954 - 2000 the days of her life English
1800 - 1810 1811 - 1849 1850 - 1860 1861 - 1928 1929 - 2000 the close of her life English
1800 - 1822 1823 - 1836 1837 - 1900 1901 - 1986 1987 - 2000 the course of her life English
1800 - 1810 1811 - 1839 1840 - 1848 1849 - 1918 1919 - 2000 the history of her life English
1600 - 1824 1825 - 1916 1917 - 1929 1930 - 1969 1970 - 2000 the whole of her life English
1800 - 1823 1824 - 1915 1916 - 1928 1929 - 1954 1955 - 2000 the risk of her life English

Run your own experiment! Raw data is available for download here.

© 2013 Gonale - Privacy & Terms - About Google - About Google Books - About Ngram Viewer
ww.google.com/search?q="the dose of her life"&tbs=bks:1,cdr: 1,cd_min: 1800,cd_max: 18108lr=lang_en




a betfrayal of the *

Google books Ngram Viewer

Graph these comma-separated phrases: | b betrayal of the * [~ case-insensitive

between 1800 and 2000 from the corpus | English =] with smoothing of[3 =] Search lots of books

0.00000110%
0.00000100%
0.00000090%
0.00000080%
0.00000070%
0.00000060%
0.00000050%
a betrayal of the cause

a betrayal of the revolution

a betrayal of the people
a betrayal of the principles

0.00000040% A
0.00000030%
0.00000020%

etrayal of the trus

0.00000010% 4 a betréyal of the v)orkmg
0.00000000% r . . T — T r - T 1@ betrayal of the confidence
1800 1820 1840 1860 1880 1900 1920 1940 1960 1980 2000
(click on line/iabel for focus, right click to expand ct widcards

Search in Google Books

1800 - 1854 1865 - 1946 1947 - 1958 1956 - 1975 1976 - 2000 a betrayal of the cause English

1800 - 1855 1856 - 1956 1957 - 1967 1968 - 1979 1980 - 2000 a betrayal of the trust English

1800 - 1860 1861 - 1879 1880 - 1888 1889 - 1977 1978 - 2000 2 betrayal of the interests English

1800 - 1915 1916 - 1970 1971-1977 1978 - 1985 1986 - 2000 a betrayal of the people English

1800 - 1935 1936 - 1970 1971 - 1974 1975 - 1988 1989 - 2000 a betrayal of the revolution English

1800 - 1915 1916 - 1966 1967 - 1971 1972 - 1991 1992 - 2000 a betrayal of the national English

1800 - 1916 1917 - 1968 1969 - 1972 1973 - 1991 1992 - 2000 a betrayal of the principles English

1800 - 1857 1858 - 1874 1875 - 1876 1877 - 1972 1973 - 2000 a betrayal of the confidence English

1800 - 1841 1842 - 1344 1845 - 1942 1943 - 1979 1980 - 2000 a betrayal of the whole English

1800 - 1932 1933 - 1936 1937 - 1961 1962 - 1991 1992 - 2000 a betrayal of the working English




Inflection Search with INF

Differentiation of various word forms
(infinite verb form)
-ed
-ing
-S

(iregular spellings)



Google books Ngram Viewer

Graph these comma-separated phrases: ‘ tell_INF ||' case-insensitive

between 1800 and 2000 from the corpuleninsh jwith smoothing of | 3 x|.

0.0240% -
0.0220%
0.0200%
told
0.0180% -

0.0160%
0.0140% el
0.0120% -
0.0100% -
0.0080% -
0.0060%
0.0040% telling

tells

0.0020%

0.0000% : : : : : : . : : )
1800 1820 1840 1860 1880 1900 1920 1940 1960 1980 2000

(click on lineflabel for focus, right click to expand/contract wildcards)

Search in Google Books:

1800 - 1822 1823 - 1820 1921 - 1938 1939 - 1979 1980 - 2000 told English
1800 - 1824 1825 - 1800 1901 - 1916 1917 - 1978 1979 - 2000 tell English
1800 - 1817 1818 - 1878 1879 - 1895 1896 - 1977 1978 - 2000 tells English
1800 - 1830 1831 - 1918 1919 - 1933 1934 - 1987 1988 - 2000 telling English

Excluding ngram%vilh part-of-speech tags from search links.

Run your own experiment! Raw data is available for download here.

@ 2013 Google - Privacy & Terms - About Google - About Google Books - About Ngram Viewer




Case Sensifive / Insensitive Searches

Case Sensitive Case Insensifive
Capitalizations and lower cases Capitalizations and lower cases do not
maftter maftter

Case insensitivity will result in a variety
of capitalization / lower case mixes
and variations for a particular search
term



Case Sensitive

RICO

Google books Ngram Viewer

Graph these comma-separated phrases: | RICO ||' case-insensitive

between 1800 and 2000 from the curpuleng\ish jwith smoothing 0f|3 'l. Search lots of books

0.000110%
0.000100%
0.000090%
0.000080%
0.000070% RICO
0.000060%
0.000050%
0.000040%
0.000030%
0.000020%

0.000010%

0.000000% T T T T T T T T T 1
1800 1820 1840 1860 1880 1900 1920 1940 1960 1980 2000

(click on lineflabel for focus)

Search in Google Books:

1800 - 1908 1909 - 1987 1988 - 1991 1992 - 1995 1996 - 2000 rico English

Run your own experiment! Raw data is available for download here.

® 2013 Google - Privacy & Terms - About Google - About Google Books - About Ngram Viewer




Case Insensitive

RICO

Google books Ngram Viewer

Graph these comma-separated phrases: ‘ RICO ||7 case-insensitive

between 1800 and 2000 from the CUfpuSlEninsh jwith smoothing Uf|3 'l.

0.00120%
0.00110%
0.00100%
0.00090%
0.00080%
0.00070%
0.00060% 4
0.00050%

Rico

0.00040% -
0.00030% -
0.00020% -
0.00010% - R0
rnco

0.00000% 1 T T T T T T T T
1800 1820 1840 1860 1880 1900 1920 1940 1960 1980 2000

(click on lineflabel for focus, right click to expand/contract wildcards)

Search in Google Books:

1800 - 1908 1909 - 1987 1988 - 1991 1992 - 1995 1996 - 2000 ric English

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About Ngram Viewer




Part-of-Speech Tags

Disambiguation of ferm to defining its usage as a part-of-speech to
capture the conceptual usage

May be used as stand-alones (_VERB_) or appended to a verb (play_VERB)



_NOUN_
_VERB_
_ADJ_
_ADV_
_PRON_
_DET_
_ADP_

_NUM_
_CONJ_
_PRT_
_ROOT_
_START_

_END_

Noun

Verb

Adjective

Adverb

Pronoun

Determiner or article

Adposition (preposition or
postposition)

Numeral

Conjunction

Particle

Root of the parse tree

Start of a sentence (sentence
boundary)

End of a sentence (sentence
boundary)




olay _NOUN, play_ VERB

Google books Ngram Viewer

Graph these comma-separated phrases: | play_MOUN,play_VERB ||_ case-insensitive

between 1800 and 2000 from the corpus | English j with smaoothing Ufl 3 YI.

0.00900% -
0.00800% + play VERB
0.00700% -
0.00600% - Sy HOUN
0.00500% -
0.00400% ~
0.00300% -
0.00200% -

0.00100% 4

0.00000% T T T T T T T T T 1
1800 1820 1840 1860 1880 1900 1920 1940 1960 1980 2000

(click on lineflabel for focus)

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About Ngram Viewer




Some Combinations

Inflection keyword with part-of-speech text
buy_INF, buy_VERB_INF (buy, buying, bought, buys)
Dependencies with wildcards
ride=>*_NOUN (ride car; ride bike; ride bus)



buy_INF, buy VERB

Google books Ngram Viewer

Graph these comma-separated phrases:  buy_INF buy_VERB_INF [ case-insensitive
between 1800 and 2000 from the corpus | English j with smoathing of | 3 =|.
0.00600% -
0.00550% +
0.00500% buy
buy_VERB
0.00450% +
0.00400%
0.00350%
o bought
0.00300% 1 bought_VERB
0.00250% +
0.00200% + }
buying
0.00150% o buying_VERB
0.00100% ~
0.00050% buys
M buys_VERB

0.00000% T T T T T T T T T J
1800 1820 1840 1860 1880 1900 1920 1940 1960 1980 2000

(click on lineflabel for focus, right click to expand/contract wildcards)

Search in Google Books:

1800 - 1840 1841 - 1931 1932 - 1943 1944 - 1987 1988 - 2000 buy English
1800 - 1828 1829 - 1931 1932 - 1945 1946 - 1981 1982 - 2000 bought English
1800 - 1851 1852 - 1936 1937 - 1946 1947 - 1986 1987 - 2000 buying English
1800 - 1841 1842 - 1926 1927 - 1938 1939 - 1964 1985 - 2000 buys English

Excluding ngrams with part-of-speech tags fram search links.

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About Mgram Viewer




nde=>*_NOUN

Google books Ngram Viewer

Graph these comma-separated phrases: | ride==*_NQUM ||_ case-insensitive

between 1800 and 2000 from the corpusIEninSh jwith smoothing 0f|3 'l.

(0.0000500%
(0.0000450%
(0.0000400%
(0.0000350%

(0.0000300% ride==horse_NOUN

0.0000250%

0.0000200%
ride=>=horses_NOUN
0.0000150% ride==day_NOUN
ride==home_NOUN
ride=>=morning_MNOUN
ride=>miles_NOUN
ride==hour_NOUN
ride==night_NOUN
ride==hours_NOUI

(0.0000100%

(0.0000050%

0.0000000% T L T — T T T T T T 1
1800 1820 1840 1860 1880 1900 1920 1940 1960 1980 2000

(click on lineflabel for focus, right click to expand/contract wildcards)

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About Ngram Viewer




Ngrams at the Starts and Ends of

Sentences

Sentence Boundary Indicators
_START_
_END_



START_ The USSR,_START_ The US

Google books Ngram Viewer

Graph these comma-separated phrases: _START_ The USSR,_START_ The US [ case-insensitive

between 1500 and 2000 from the corpus | English jwith smoothing 0f|3 'l.

Replaced _START_ The US with _START_ The U.5. to match how we processed the books.

0.000600% 7
0.000550%
0.000500% _START_The US.
0.000450% A
0.000400%
0.000350% A
0.000300%
0.000250%
0.000200%
0.000150%
0.000100% A

0.000050% A
, n _START The USSR

0.000000% T T T T T T T T T 1
1500 1550 1600 1650 1700 1750 1800 1850 1900 1950 2000

(click on line/label for focus)

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About Mgram Viewer




Dependency Relations with =>

Operator

main noun => descriptor (the main noun dependent on the descriptor)



home=>sweet

Google books Ngram Viewer

Graph these comma-separated phrases: ‘ home=>sweet ‘I_ case-insensitive

between 1700 and 2000 from the cnrpusIEninsh jwith smoothing 0f|3 'l_

(0.0000260% -
(0.0000240% A
(0.0000220% A
(0.0000200% A
0.0000180% 4
(0.0000160% 4
(0.0000140% A
(0.0000120% 4
(0.0000100% A
(0.0000080%
(0.0000060%
0.0000040% 4
0.0000020% 4

home==>sweet

(0.0000000%

170

0

1750 1800 1850 1900 1950 2000

(click on line/flabel for focus)

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About Ngram Viewer




apocalypse=>zombie

Google books Ngram Viewer

Graph these comma-separated phrases: = apocalypse=>zombie [T case-insensitive

between 1500 and 2000 from the corpus | American English jwith smoothing 0f|3 'l_

(0.0000000120% - _|
0.0000000100% -
0.0000000080% -
0.0000000060% -
(0.0000000040%

(0.0000000020%

! ! ! ! ! ' ! ! ! yapocalypse==zombie
500 1550 1600 1650 1700 1750 1800 1850 1800 1950 2000

(click on line/label for focus)

(0.0000000000%
1

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About Ngram Viewer




Root: ROOT_

Stands for the root of the parse tree (syntax tree) connected based on the
syntax

Placeholder for "what the main verb of the sentence is modifying”
(“Google Books Ngram Viewer”)

Does not stand in for a word or a position in a sentence


https://books.google.com/ngrams/info

_ROOT =>win, ROOT =>lose

Google books Ngram Viewer

Graph these comma-separated phrases: ‘ ROOT =>win, ROOT =>losg ‘I_ case-insensitive

between 1500 and 2000 from the corpuleninsh jwith smoothing 0f|3 vl.

0.00160% -

0.00140% 4

0.00120%

0.00100%

_ROOT_=*lose
0.00080% +
0.00060% +
0.00040% _ROOT_=>win
0.00020% +
0.00000% T =T ﬂ T T T T T T T 1
1500 1550 1600 1650 1700 1750 1800 1850 1800 1950 2000

(click on lineflabel for focus)

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About Ngram Viewer




Ngram
Compositions ()




Operators ( )

+ sums expressions on the left and the right fo combine
multiple ngram time series intfo one line in the linegraph
(can combine multiple added sequences)

- subtracts expression on right from the left (need spaces on
either side of the minus sign)

/ divides string on left by expression on right

multiplies expression on left by number on right to compare
ngrams of different frequencies with entire ngramin () so
the asterisk is seen as a mulfiplication sign and function

applies ngram on left to the text corpus on the right to
enable comparisons against different corpuses



+ operator

Russian Federation, Russia, USSR,
lanFederation+Russia+USSR

Google books Ngram Viewer

Graph these comma-separated phrases: | Russian Federation,Russia, USSR, Russian Federation+Russia+USE ||_ case-insensitive

between 1800 and 2000 from the corpus I English j with smoathing nfl 3 7|

0.0130% -
0.0120% 4
0.0110%+
0.0100% +
0.0090% -
0.0080% 4
0.0070% -
0.0080% - (Russian Federation + Russia + USSR)
0.0050% Russia

0.0040% 4
0.0030% 4
0.0020%

0.0010% 4 USSR
0.0000% Russian Federation

1800 1820 1840 1860 1880 1900 1920 1940 1960 1980 2000

(click on lineflabel for focus)

Search in Google Books:

1800 - 1974 1975 - 1996 1997 1998 1999 - 2000 russian federation English
1800 - 1830 1831 - 1936 1937 - 1946 1947 - 1974 1975 - 2000 russia English
1800 - 1952 1953 - 1984 1985 - 1987 1988 - 1991 1992 - 2000 ussr English

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About Mgram Viewer




- operatfor ( + + )
breakfast,lunch,dinner,breakfast+lunch+dinn

er,(breakfast+lunch+dinner)-(snacks

Google books Ngram Viewer

Graph these comma-separated phrases: | [breakfast + lunch + dinner) - (snacks), breakfast lunch,dinner, breakf; ||_ case-insensitive

between 1800 and 2000 fromthecorpuleninsh jwith smoothingof|3 'I.

0.00900%
0.00800%
(breakfast + lunch + dinner)
0.00700% 4 (breakfast + lunch + dinner) - (snacks)
0.00600% 4
0.00500% 4
0.00400% 4
dinner
0.00300% 4
. lunch
0.00200% 4 breakfast
0.00100% 4
0.00000%

1800 1820 1840 1860 1880 1900 1920 1940 1960 1980 2000

(click on line/label for focus)

Search in Google Books:

1800 - 1945 1946 - 1932 1993 - 1935 1996 - 1997 1998 - 2000 snacks English
1800 - 1824 1826 - 1897 1898 - 1913 1914 - 1977 1978 - 2000 dinner English
1800 - 1899 1900 - 1974 1975 - 1984 1985 - 1992 1993 - 2000 lunch English
1800 - 1829 1830 - 1866 1867 - 1681 1862 - 1980 1961 - 2000 breakfast English

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About MNgram Viewer




/ operator

tfraumatic brain injury, TBI, mTBI, (fraumatic
brain injury / (fraumatic brain injury+TBl+mTBl

Google books Ngram Viewer

Graph these comma-separated phrases: ‘ fraumatic brain injury / (traumatic brain injury + TBI + mTBI),traumat |~ case-insensitive

between 1800 and 2000 fromthecorpuleninsh ﬂwithsmoothingof 3 'I, Search lots of books

45.0%
40.0%
(traumatic brain injury / (traumatic brain injury + TBI + mTBlI))
35.0%
30.0%
25.0%
20.0%
15.0% A
10.0% A

5.0% traumatic brain injury
T

— mT

% 3
1800 1820 1840 1860 1880 1900 1920 1940 1960 1980 2000

0.0

(click on line/label for focus)

Search in Google Books:

1800 - 1992 1993 mtbi English
1800 - 1813 1814 - 1844 1845 - 1856 1857 - 1996 1997 - 2000 tbi English
1800 - 1989 1990 - 1997 1998 1999 2000 traumatic brain injury English

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About Ngram Viewer



* multiplication operator
HUMINT,GEOINT,MASINT,OSINT,SIGINT, TECHINT, (CYBINT*

1000),DNINT, (FINNT*1000)

To explore visuadlizations between texts with widely varying frequencies

The Data Exiractions
HUMINT,GEOINT,MASINT,OSINT,SIGINT, TECHINT,CYBINT,DNINT,FINNT

HUMINT,GEOINT,MASINT,OSINT,SIGINT, TECHINT, (CYBINT*1000) ,DNINT, (FINNT*
1000) (to no avail since “CYBINT” and “FINNT"” do not have sufficient
occurrences to count in the Ngram Viewer)



(Google books Ngram Viewer

Graph these comma-separated phrases:  HUMINT, GEQINT, MASINT, OSINT, SIGINT, TECHIMT,(CYBINT*1000),C -~ [ case-insensitive

between 1800 and 2000 from the corpus | English jwith smoothing Df|3 vl_

Mgrams not found: CYBINT, (CYBINT * 1000), FINNT, (FINNT * 1000}

The characters +, - *, [ require parentheses to be interpreted as a composition.

0.0000180% 5
0.0000160%
0.0000140%
0.0000120% SIGINT
0.0000100% o
0.0000080%

0.0000060%

0.0000040% - M
MASINT
0.0000020% A TECHINT
GEOINT
0.0000000% ; ; ; ' ; ; t . ; DNIN
1800 1820 1840 1860 1830 1900 1920 1940 1960 1930 2000

(click on line/label for focus)

Search in Google Books:

1800 - 1981 1982 - 1989 13390 1991 - 1998 1999 - 2000 humint English
1800 - 1978 1979 - 1985 1986 1987 - 1990 1991 geoint English
1800 - 1979 1980 - 1997 1998 1999 2000 masint English
1800 - 1996 1997 1998 - 1999 2000 osint English

1800 - 1983 1984 - 1989 13390 1991 - 1999 2000 sigint English
1800 - 1969 1970 1971 - 1990 1991 - 1997 1998 - 2000 techint English

1800 - 1975 1976 - 1987 1988 1989 - 1995 1996 - 2000 dnint English



. operator

Beljing:eng_gl_2012,Beijing:chi_sim_2012,
Beiiing:eng_us_2012

Beijing:eng_gb_2012,Beijing:chi_sim_2012,Beijing:eng_us_2012

Some definitions of the pointed-to datasets

eng_gb_2012: "“Books predominantly in the English language that were
published in Great Britain”

chi_sim_2012: “Books predominantly in simplified Chinese script”

eng_us_2012: “Books predominantly in the English language that were
published in the United States”



Google books Ngram Viewer

(Graph these comma-separated phrases:  Beijingzeng_gb_2012.Beijing:chi_sim_2012 Beijingeng_us_2012 [T case-insensitive

between 1900 and 2000 from the corpus | English jwith smoothing Df|3 "'I_

0.00120%

0.00110% -
0.00100% 4 Beijing:eng_us_ 2012

0.00080% 4 Beijing:eng_gb_ 2012
0.00080%
0.00070% 4
0.00060% o _T
0.00050% o
0.00040% o

0.00030% 4
0.00020% 4 Beijing:chi_sim_2012

0.00010% H
J

[}-DU[}[}D% I 1 1 I 1 1 I I 1 1
1800 1910 1920 1830 1840 1950 1860 1870 1980 1980 2000

(click on lineflabel for focus)

Search in Google Books:

1900 - 1983 1984 - 1395 1996 - 1997 1998 1999 - 2000 beijing English
1900 - 1951 1952 1953 - 1992 1993 - 2000 2001 - 2000 beijing Chinese

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About Ngram Viewer




Two Steps to Privacy: FEFA

haijes@gmail.com -

Google

Translate
English  Spanish French English - detected -~ ".; English  Spanish = Chinese [Simplified) -« m
privacy ® I=F A
v TS
M A pA O @A v
YinsT
Definitions of privacy Translations of privacy
noun noun
Fhe state or condition qf being free from bemg! observed or disturbed by other people. BEL  privacy. secrecy solitude seclusion. retirement
she returned to the privacy of her own home BE o ; :
synonyms: seclusion, solitude, isolation, freedom from disturbance, freedom from interference i prvacy

Google Translate for Business:  Translator Toolkit Website Translator Global Market Finder



Popularization of Term with Broader

Intferactions Globally
= A

Google books Ngram Viewer

Graph these comma-separated phrases: 2, [~ case-insensitive

between 1500 and 2000 from the corpus|Chiﬂese(simp|iﬁed] jwithsmoothing 0f|3 hd 8

Classical Chinese (before 1900) uses avocabulary and grammar that differs significantly from modern Chinese

Google books Ngram Viewer

0.000550%

Graph these comma-separated phrases:  Baf,
0.000500% 4
0.000450% 4 between 1500 and 2000 from the corpus | Chinese (simplified) x| witl
American English X
0.000400% 4 British English
. Chinese (simplified)
0.000350% English 900
0.000300% - Enghsh Fiction
rench
0.000250% 0.000550% - EELT:WH
0.000200% 0.000500% 4 E:f;an
0.000150% . Spanish
. 0.000450% - American English (2009)
0.000100% W British English (2009)
! 0.000400% + Chinese (simplified) (2009)
0.000050% + o English (2009)
0.000000% ; I | ! , ! | P | 0.000350% A English Fiction (2009)
1500 1550 1600 1650 1700 1750 1800 1850 1900 1950 0.000300% - English One Milion (2009) _]
(click on lineflabel for focus) Gr:rr:rfars (200]9]
0L
0.000250% Hebrew (2009) -
n_nnn2nNes; J

Search in Google Books:

1500 - 1954 1955 - 1996 1997 - 1998 =k Chinese

=}
=y
=]
1=
=
=

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About Ngram Viewer




Any ldeas for Using the Ngram Viewer
for your Fun, Work, and Researche

15901706 6. R 1751968 1672 -
159010 187 ) 150 - 19% 1556 20 proves

Fun

Stories to tell friends

Work

Insights that may affect

knowledge and decision-

DY

Research

Citable information from the
world’s collective knowledge
conveyed through books...



N g ram Vlewer A ONE-SCREEN TEXT-

Applications for ACCENTUATEA
Visual Wordplay \I:VREEBSSIEI:ﬁ"ATION, OR

an d WIT PUBLICATION?




Google books Ngram Viewer

Graph these comma-separated phrases:  d'oh [™ case-dnsensitive

between 1800 and 2000 from the corpus | English jw\th smoothing of | 3 'I. Search lots of books

Replaced d'oh with d' oh to match how we processed the books.

0.0000000900% A

d' oh

0.0000000800% o —

0.0000000700% 4

0.0000000600% A

0.0000000500% A

0.0000000400% A

0.0000000300% A

0.0000000200% A

0.0000000100% A /_/_\
U.DDUDUDDDDD%’?

800 1820 1840 1860 1880 1900 1920 1940 1960 1980

(click on lineflabel for focus)

Search in Google Books:

1800 - 1811 1812 - 1905 1906 - 1912 1913 - 1998 1999 - 2000
1800 - 1811 1812 - 1905 1906 - 1912 1913 - 1998 1999 - 2000

=N
=
=

English
English

=%
=l
=

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About Mgram Viewer

2000



Icken or the Egg<

chicken,egg

Google books Ngram Viewer

Graph these comma-separated phrases: | chicken,egg ||_ case-insensitive

2+ share D

between 1500 and 2000 from the corpusIEninsh ﬂ with smoothing of |3 =], o Tweet

Embed Chart

0.00350%
0.00300%
0.00250%
0.00200%
0.00150% chieken
0.00100%
0.00050%

0.00000% = D(b’\

1500 1550 1600 1650 1700 1750 1800 1850 1900 1950 2000

(click on lineflabel for focus)

Search in Google Books:

1500 - 1614 1615 - 1968 1969 - 1982 1983 - 1992 1993 - 2000 chicken English
1500 - 1776 1777 - 1928 1929 - 1942 1943 - 1978 1979 - 2000 English

&

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About Ngram Viewer




Five Elements

metal,wood,water,fire,earth

Google books Ngram Viewer

Graph these comma-separated phrases: ‘ Imetal wood water fire earth ‘l_ case-insensitive

between 1500 and 2000 from the corpusIEnghsh jwith smoothing of |3 x|,

0.200% 5
0.180% 1
0.180% "\
0.140%
0.120% 1
0.100%
0.080%
0.080%

0.040% water

0.020% 1 earth

Wty metal

T T T T T T I‘NDDd
1700 1750 1800 1850 1900 1950 2000

(click on lineflabel for focus)

01.000% bt ey
1500 1560 1600

1850

Search in Google Books:

1500 - 1744 1745 - 1943 1944 - 1959 1960 - 1979 1980 - 2000
1500 - 1604 1605 - 1633 1634 - 1806 1807 - 1937 1938 - 2000
1500 - 1622 1623 - 1892 1893 - 1920 1921 - 1951 1952 - 2000
1500 - 1605 1606 - 1844 1845 - 1875 1876 - 1947 1948 - 2000
1500 - 1589 1590 - 1829 1830 - 1856 1857 - 1930 1931 - 2000

Iy

3
&
W

English
English
English
English
English

=
=
=
=%

=
A
5

=
H

]
o

=
=

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About Ngram Viewer



Good and Evil

good,evill

Goaogle books Ngram Viewer

Graph these comma-separated phrases:

good,evil [ case-insensitive

between 1500 and 2000 from the corpus | English jwilh smoathing 0f|3 vl.

0.180%
0.160%+
0.140%+
0.120%+
0.100%+
0.080%+
0.060%

0.040%+

0.020%+ Pl
0.000% n T

good

rnﬂlwt__‘/rvJ%1,u»~“*’b~\N4”"\,._Fmwf~‘,-~—v/\—4""’”““"_‘“"“-—-___________________‘______EV”

1500 1550

Search in Google Books:

1500 - 1606 1607 - 1636

1600 1850 1700 1750 1800 1850 1900 1950 2000

(click on lineflabel for focus)

1500 - 1648 1649 - 1825

1637 - 1743 1744 - 1934 1935 - 2000 good English
1826 - 1851 1852 - 1927 1928 - 2000 avil English

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About Ngram Viewer




Buddhism, Christianity, Hinduism,

Islam,Judaism, Mormonism, Sikhism

Google books Ngram Viewer

Graph these comma-separated phrases: | Buddhism, Christianity, Hinduism, lslam_Judaism,Mormonism, Sikhisr |l_ case-insensitive

between 1500 and 2000 from the corpusIEninsh ﬂwwth smoothing of |3 =).

0.0130% q
0.0120%
0.0110% +
0.0100%
0.0080%
0.0080%
0.0070%
0.0060% -
0.0050%
0.0040%
0.0030%
0.0020%
0.0010%

0.0000% 4 T
1500 1550 1600 1650 1700

Christianity
Islam
Judaism
Buddhism
Hinduism

F ; . T IP;1m.rr'n<mni!:‘.r'ﬂ
1800 1860 1900 1960 2000

1750

(click on line/label for focus)

Search in Google Books:

1500 - 1875 1876 - 1957 1958 - 1966 1967 - 1989 1990 - 2000 buddhism English
1500 - 1658 1660 - 1715 1716 - 1738 1740 - 1825 1926 - 2000 christianity English
1500 - 1674 1875 - 1872 1973 - 1981 1962 - 1992 1993 - 2000 hinduism English
1500 - 1871 1872 - 1977 1978 - 1985 1986 - 1993 1994 - 2000 islam English
1
1

1500 - 1705 1706 - 1951 1952 - 1969 1970 - 1987 1988 - 2000 judaism English
1500 - 1854 1855 - 1863 1864 - 1893 1894 - 1981 1982 - 2000 mormonism English
1500 - 1924 1925 - 1986 1987 - 1991 1992 - 1995 1996 - 2000 sikhism English

Run your own experiment! Raw data is available for download here.
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Oriental, Asian

Google books Ngram Viewer

Graph these comma-separated phrases: ‘ Oriental Asian

||- case-insensitive

between 1500 and 2000 ﬁomthecorpulenglish
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Search in Google Books:

1500 - 1698 1699 - 1920

1750 1800 1850 1900 1950 2000

(click on line/label for focus)

1650 1700

1921 - 1941 1942 - 1967 1968 - 2000 oriental English

1500 - 1738 1739 - 1988

1989 - 1992

1993 - 1995 1996 - 2000 asian English

Run your own experiment! Raw data is available for download here
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lvy League Institutions
Brown University, Columbia University, Cornell University,

Dartmouth College, Harvard University, Princeton
University, the University of Pennsylvania, Yale University

Google books Ngram Viewer

Graph these comma-separated phrases:  Brown University,Columbia University. Comell University Datmouth C - [ case-insensitive

between 1500 and 2000 from the corpus | English ~| with smoothing of |3 = Search lots of books
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click on line/label for focus)

Search in Google Books

1500 - 1607 1608 - 1662 1663 1664 - 1977 1978 - 2000 brown university English
1500 - 1643 1644 - 1938 1939 - 1947 1948 - 1988 1989 - 2000 columbia university English
1500 - 1594 1595 1596 - 1950 1951 - 1992 1993 - 2000 comell university English
1500 - 1662 1663 1664 - 1893 1894 - 1984 1985 - 2000 dartmouth college English
1500 - 1606 1607 - 1662 1663 1664 - 1989 1990 - 2000 harvard university English
1500 - 1594 1595 - 1978 1979 - 1986 1987 - 1993 1994 - 2000 princeton university English
1500 - 1868 1869 - 1938 1939 - 1948 1949 - 1985 1986 - 2000 the university of pennsylvania English
1500 - 1680 1681 - 1978 1979 - 1986 1987 - 1994 1995 - 2000 yale unwersity English

Run your own experiment! Raw data is available for download here
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Caveat

The ease of accessing and understanding the visualization may mean @
potential misunderstanding of the underlying information... This is partly a
product of the cognitive bias known as the “availability heuristic,” with
more easeful and faster ideas coming to mind accepted as truth.

Visualizations like this are highly overly simplified as compared to the
underlying realities.

Researchers need to make sure to head off potential misunderstandings
with such Ngram Viewer linegraph visualizations when using these as
“Yaccents” or as “invitations” to people to learn more.



Ngram Viewer
Uses In Research

EARLY THOUGHTS




Some Possible Research Applications

of the Ngram Viewer

Variations of the following:

Competition between languages and phrases (their origins and trajectories /
trends over time, word and phrase gists over time, multilingual queries, and
others)

Cultural understandings and cross-cultural insights; popular sentiment and
understandings

Analysis of research capabilities and understandings (historically and through
the present)

Population readiness for accepting particular ideas through big data text
corpus analysis

Literary terms of art and their uses over time



Some Possible Research Applications

of the Ngram Viewer (cont)

Effects of historical events (governance, social phenomena, wars, health issues,
and others) on language

Biographical insights on historical figures (particularly comparative insights)
Research lead creation; research source identification

and many others



Google books Ngram Viewer

[T case-insensitive

j with smoothing nfl 3 vl_ Search lots of books

Graph these comma-separated phrases:  meme

between 1500 and 2000 from the corpus | American English
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(click on lineflabel for focus)

Search in Google Books:

1500 - 1578 1574 1580 - 1776 1777 - 1939 1940 - 2000 memne English

Run your own experiment! Raw data is available for download here.

© 2013 Google - Privacy & Terms - About Google - About Google Books - About MNgram Viewer

1950

2000




Qualifiers and Clarifications

Words in books as a lagging (vs. leading) indicator

Changing authorship and access to literacy and publication over time
(with the changing roles of books from years of formalism to much less
formalism in the present day)

Word frequency counts as one information siream among many
Still a critical role for close readings of select publications

Ngram Viewer counts are much more effective and informative when
used with complementary streams of information and in-depth analysis



Particular Researcher Requirements

Generdl
Understandings

Language literacy, optimal
multilingual literacy

Digital (and computational)
literacy

Understandings of history

Understandings of the changing
roles of authors and books

Understandings of big data and
big data analyses

Domain +
Computational
Understandings

Deep knowledge of particular
domain fields and related fields

Understandings of language uses
and publications in-the-field

Computational set thinking

Uses of the Ngram
Viewer Tool

Openness to discovery learning

Knowing what to query and how
(particularly with creative query
setups, year adjustment
parameters, links fo documents)

Knowing what may be asserted
and what may not be asserted
(ability to qualify assertions)

Knowing when to conduct
complementary and follow-on
research (including close
readings)



Initial Ngram Viewer Tips

Start simple. Once the basic extractions are acquired, fry the more

complex ones using tfagging and combinatorial approaches. Broaden out
to foreign languages.

Reload the Ngram Viewer if a “flatline” is attained because “under heavy
load, the Ngram Viewer will sometimes return a flatline”.

Text corpuses accessed by the Ngram Viewer are always changing, and
more data is added all the time. It may help to capture a sequence of
data extractions to what changes there may be.


https://books.google.com/ngrams/info

Tips on Research Approaches

Shape a data query both for need-to-know and to the limits of the massive
dataset.

Err on the side of making a number of various runs for a data query. Keep
good records of the data extractions.

Take time to actually analyze the results. Sometimes, because the
extractions occur in milliseconds, just making a cursory look at the
linegraph seems sufficient...but much more can be learned by interacting
with the visual. (One can explore years, resources, and other aspects, for
example.)

Keep aresearch journal of observations and findings. Note your learning
about the tool as well.



Tips on Research Approaches (cont,

Spend some time to discover the tool by making various runs purely for
discovery learning. Structure some of these explorations with thought
experiments.

Branch out beyond the Ngram Viewer by analyzing the extracted datasets
in other tools. One freeware and open-source one is the Ngram Statisfics
Package.

Also, use other datasets (such as from social media platform-extracted big
data corpuses) for analysis. One such publicly available set is the Rovereto
Twitter N-Gram Corpus.



http://ngram.sourceforge.net/
http://ngram.sourceforge.net/
http://clic.cimec.unitn.it/amac/twitter_ngram/
http://clic.cimec.unitn.it/amac/twitter_ngram/
http://clic.cimec.unitn.it/amac/twitter_ngram/
http://clic.cimec.unitn.it/amac/twitter_ngram/
http://clic.cimec.unitn.it/amac/twitter_ngram/

Tips on Research Approaches (cont,

There is a broad and wide literature on the machine analysis of human
language: natural language processing, stylometry, computational
linguistics, sentiment analysis, personality analysis, speech recognition, and
others. There are automated text summaries (with efforts towards
accuracy and “grammaticality”). There are language models used for
speech recognition and machine translation between languages. A core
unit underlying these approaches are n-grams. It may help to delve more

deeply for certain types of research to more fully contextualize research-
based approaches.



Creative Commons Release

Currently, datasets and graphs are released
through a Creative Commons Attribution 3.0
Unported License.

Graphs may be used ‘“freely...for any purpose”
albeit acknowledgment of Google Books
Ngram Viewer and link to
hitp://books.google.com/ngrams is desirable.



http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://books.google.com/ngrams/info
http://books.google.com/ngrams
http://creativecommons.org/licenses/by/3.0/us/
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