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Abstract—An effective technique in locating a source based on intersections of hyperbolic curves defined by the time differences of arrival of a signal received at a number of sensors is proposed. The approach is noniterative and gives an explicit solution. It is an approximate realization of the maximum-likelihood estimator and is shown to attain the Cramér-Rao lower bound near the small error region. Comparisons of performance with existing techniques of beamformer, spherical-interpolation, divide and conquer, and iterative Taylor-series methods are made. The proposed technique performs significantly better than spherical-interpolation, and has a higher noise threshold than divide and conquer before performance breaks away from the Cramér-Rao lower bound. It provides an explicit solution form that is not available in the beamforming and Taylor-series methods. Computational complexity is comparable to spherical-interpolation but substantially less than the Taylor-series method.

I. INTRODUCTION

In sonar and radar, it is often of interest to determine the location of an object from its emissions [1]. A number of spatially separated sensors capture the emitted signal and the time differences of arrival (TDOA’s) at the sensors are determined. Using the TDOA’s, emitter location relative to the sensors can be calculated.

The position fix is simplified when the sensors are arranged in a linear fashion. Many optimum processing techniques have been proposed, with different complexity and restrictions. Carter’s focused beamforming [1] requires a search over a set of possible source locations. Hahn’s method [2]–[3] assumes a distant source. Abel and Smith [4] provide an explicit solution that can achieve the Cramér-Rao Lower Bound (CRLB) in the small error region.

The situation is more complex when sensors are distributed arbitrarily. In this case, emitter position is determined from the intersection of a set of hyperbolic curves defined by the TDOA estimates. Finding the solution is not easy as the equations are nonlinear. Fang [5] gave an exact solution when the number of TDOA measurements are equal to the number of unknowns (coordinates of transmitter). This solution, however, cannot make use of extra measurements, available when there are extra sensors, to improve position accuracy. The more general situation with extra measurements was considered by Friedlander [6], Schau and Robinson [7], and Smith and Abel [8]–[9]. Although closed-form solutions have been developed, their estimators are not optimum. The divide and conquer (DAC) method [10] from Abel can achieve optimum performance, but it requires that the Fisher information is sufficiently large. To obtain a precise position estimate at reasonable noise levels, the Taylor-series method [11]–[12] is commonly employed. It is an iterative method: it starts with an initial guess and improves the estimate at each step by determining the local linear least-squares (LS) solution. An initial guess close to the true solution is needed to avoid local minima. Selection of such a starting point is not simple in practice. Moreover, convergence of the iterative process is not assured. It is also computationally intensive as LS computation is required in each iteration.

We give an alternative solution for hyperbolic position fix. The solution is in closed-form, valid for both distant and close sources, and is an approximation of the maximum likelihood (ML) estimator when the TDOA estimation errors are small. To illustrate, Section II considers a 2-D localization problem with an arbitrary array manifold. In the special case of a linear array, the solution reduces to the one given by [4]. With three sensors to provide two TDOA estimates, an exact solution is obtained which is equivalent to the result in [7]. With four or more sensors, the original set of TDOA equations are transformed into another set of equations which are linear in source position coordinates and an extra variable. The weighted linear LS gives an initial solution. A second weighted LS, which makes use of the known constraint between source coordinates and the extra variable, gives an improved position estimate. Expression for location variance is derived. Section III compares the estimator’s localization accuracy with the CRLB. Performance comparison with those found in the literature is presented in Section IV. Section V is a simulation study on accuracy of the proposed and the other methods. Conclusions are given in Section VI.

II. HYPERBOLIC POSITION FIXING SOLUTION

The development is in a 2-D plane for ease of illustration. Extension to three dimensions is straightforward. Assume that there are \( M \) sensors distributed arbitrarily in a 2-D plane as shown in Fig. 1. Let the sampled observations at sensor \( i \) be

\[
\mathbf{u}_i(k) = \mathbf{s}(k - d_i) + \mathbf{\eta}_i(k), \quad i = 1, 2, \cdots, M
\] (1)
where \( s(k) \) is the signal radiating from the source, \( d_i \) the time delay associated with receiver \( i \) and \( \eta_i(k) \) the additive noise. The signal and noises are assumed to be mutually independent, zero mean stationary Gaussian random processes. To localize the source, we first estimate TDOA of the signal received by sensors \( i \) and \( j \) by Hahn and Tretter’s method \cite{2}-\cite{3}. It is an optimum estimator in the sense that the CRLB can be attained. The technique consists of measuring TDOA’s for all possible receiver pairs by generalized cross-correlation \cite{13} and then calculating the Gauss-Markov (weighted) estimate of the TDOA’s with respect to the first receiver, \( d_{i,1} = d_i - d_1 \) for \( i = 2, 3, \ldots, M \). TDOA between receivers \( i \) and \( j \) are computed from

\[
d_{i,j} = d_{i,1} - d_{j,1}, \quad i, j = 2, 3, \ldots, M
\]

Let \( d = [d_{2,1}, d_{3,1}, \ldots, d_{M,1}]^T \) be the estimated TDOA vector. The covariance matrix \( Q \) of \( d \) is given by \cite{2}-\cite{3}

\[
Q = \left\{ \frac{2T}{2\pi} \int_0^\Omega \frac{S(\omega)^2}{1 + S(\omega)\text{tr}(N(\omega)^{-1})} \times \left[ \text{tr}(N(\omega)^{-1})N_p(\omega)^{-1} - N_p(\omega)^{-1}11^TN_p(\omega)^{-1} \right] \text{d}\omega \right\}^{-1}
\]

where \( 0 \) to \( \Omega \) is the frequency band processed and \( T \) is the observation time. \( \text{tr}(\cdot) \) is the trace of the matrix \( \cdot \). \( S(\omega) \) is the signal power spectrum, \( N(\omega) = \text{diag}\{N_1(\omega), N_2(\omega), \ldots, N_M(\omega)\} \) is the noise power spectral matrix, \( N_p(\omega) \) is the lower right \( M-1 \) by \( M-1 \) partition of the matrix \( N(\omega) \) and 1 is a vector of unity which has the same size as \( N_p(\omega) \).

Denote the noise free value of \( \{\ast\} \) as \( \{\ast\}^0 \). TDOA \( d_{i,j} \) will then be

\[
d_{i,j} = d_{i,j}^0 + n_{i,j}, \quad i, j = 1, 2, \ldots, M.
\]

with \( n_{i,j} \) representing the noise (delay estimation error) component. Define the noise vector as \( n = [n_{2,1}, n_{3,1}, \ldots, n_{M,1}]^T \).

Since the TDOA estimator is unbiased, the mean of \( n \) is zero and its covariance matrix is the same as \( Q \). Notice from (2) that \( n_{i,j} = n_{i-1,j} - n_{i,j-1} \).

For simplicity, the index \( i \) is presumed to run from 2 to \( M \) in the sequel unless otherwise specified. Let the source be at unknown position \( (x, y) \) and the sensors at known locations \( (x_i, y_i) \). The squared distance between the source and sensor \( i \) is

\[
r_i^2 = (x_i - x)^2 + (y_i - y)^2
\]

\[
= K_i - 2x_ix - 2y_iy + x^2 + y^2, \quad i = 1, 2, \ldots, M
\]

where

\[
K_i = x_i^2 + y_i^2.
\]

If \( c \) is the signal propagation speed, then

\[
r_{i,1} = cd_{i,1} = r_i - r_1
\]

For simplicity, the index \( i \) is presumed to run from 2 to \( M \) in the sequel unless otherwise specified. Let the source be at

\[
\text{define a set of nonlinear equations whose solution gives } (x, y).
\]

Solving those nonlinear equations is difficult. Linearizing (6) by Taylor-series expansion and then solving iteratively is one possible way \cite{11}-\cite{12}. With a set of TDOA estimates \( d_{i,1} \), the method starts with an initial position guess \( (x_0, y_0) \) and computes position deviations

\[
\begin{bmatrix}
\Delta x \\
\Delta y
\end{bmatrix} = (G_t^T Q^{-1} G_t)^{-1} G_t^T Q^{-1} h_t
\]

where (see (7), at the bottom of this page). The values \( r_i = 1, 2, \ldots, M \) are computed from (5) with \( x = x_0 \) and

![Diagram](image)

**Fig. 1.** Localization in a 2-D plane.
Moreover, convergence is not guaranteed, requiring a close enough starting point and large computations. An alternative [6]-[9] is to first transform (6) into another set of equations. From (6), \( r_i^2 = (r_{1i} + r_1)^2 \) so that (5) can be rewritten as

\[
P_2 + 2r_{1i}r_1 + r_1^2 = K_i - 2x_i x - 2y_i y + x^2 + y^2.
\]

Subtracting (5) at \( i = 1 \) from (8), we obtain

\[
P_2 + 2r_{1i}r_1 = -2x_i x - 2y_i y + K_i - K_1.
\]

The symbols \( x_{i1} \) and \( y_{i1} \) stand for \( x_i - x_1 \) and \( y_i - y_1 \) respectively. Note that (9) is a set of linear equations with unknowns \( x, y \) and \( r_1 \). To solve for \( x \) and \( y \), [6] eliminates \( r_1 \) from (9) and produces \( M-2 \) linear equations in \( x \) and \( y \). The source position is then computed by LS. On the other hand, [8] first solves \( x \) and \( y \) in terms of \( r_1 \). The intermediate result is inserted back to (9) to generate equations in the unknown \( r_1 \) only. Substituting the computed \( r_1 \) value that minimizes the LS equation error to the intermediate result gives the final solution. This is termed the spherical-interpolation (SI) method [8].

The preceding two solutions are shown to be mathematically equivalent [6]. They are, however, not optimum and the weighting matrices required in LS are not easy to determine. A new estimator for position fixing which is capable of achieving optimum performance is next given.

### A. Arbitrary Array

#### 1) Three Sensors (\( M = 3 \))

With three sensors, \( x \) and \( y \) can be solved in terms of \( r_1 \) from (9). That is

\[
\begin{bmatrix}
x \\
y
\end{bmatrix} = - \begin{bmatrix}
x_{2,1} & y_{2,1} \\
x_{3,1} & y_{3,1}
\end{bmatrix}^{-1} \times \left\{ \begin{bmatrix}
x_{2,1} \r_1 + 1/2 \left( r_{2,1}^2 - K_2 + K_1 \right) \\
x_{3,1} \r_1 + 1/2 \left( r_{3,1}^2 - K_3 + K_1 \right)
\end{bmatrix} \right\}. \tag{10}
\]

Inserting this intermediate result into (5) at \( i = 1 \) gives a quadratic in \( r_1 \). Substitution of the positive root back into (10) produces the solution. On some occasions, there may be two positive roots that produce two different answers. The solution ambiguity can be resolved by restricting the transmitter to lie within the region of interest. This answer is equivalent to the one in [7].

#### 2) Four or More Sensors (\( M \geq 4 \))

The system is overdetermined as the number of measurements is greater than the number of unknowns. In the presence of noise, the set of equations in (9) will not meet at the same point and the proper answer is the \((x, y)\) that best fit these equations. Let \( z_a = [x_p T, r_1 T]^T \) be the unknown vector, where \( x_p = [x, y]^T \).

With TDOA noise, the error vector derived from (9) is

\[
\psi = h - G_a z_a^0
\]

where

\[
h = \frac{1}{2} \begin{bmatrix}
r_{2,1}^2 - K_2 + K_1 \\
r_{3,1}^2 - K_3 + K_1 \\
r_{M,1}^2 - K_M + K_1
\end{bmatrix},
\]

\[
G_a = - \begin{bmatrix}
x_{2,1} & 0 & y_{2,1} & 0 & r_{2,1} \\
x_{3,1} & 0 & y_{3,1} & 0 & r_{3,1} \\
x_{M,1} & 0 & y_{M,1} & 0 & r_{M,1}
\end{bmatrix}. \tag{11}
\]

When (4) is used to express \( r_{1i} \) as \( r_{1i}^0 + cn_{i1} \) and noting from (6) that \( r_{1i}^0 = r_{1i}^0 + r_1^0 \), \( \psi \) is found to be

\[
\psi = cBn + 0.5c^2n \otimes n
\]

\[
B = \text{diag}(r_{1i}^0, r_{1i}^0, \ldots, r_{1i}^0).
\]

The symbol \( \otimes \) represents the Schur product (element-by-element product). The TDOA found by generalized cross-correlation with Gaussian data is asymptotically normally distributed when the signal-to-noise ratio (SNR) is high [1]. It follows that the noise vector \( n \) in Hahn and Tretter’s [2] estimator is also asymptotically normal. The covariance matrix of \( \psi \) can therefore be evaluated. In practice, the condition \( cn_{i1} < r_{1i}^0 \) is usually satisfied. When ignoring the second term on the right of (12), \( \psi \) becomes a Gaussian random vector with covariance matrix given by

\[
\Psi = \mathbb{E}[\psi \psi^T] = c^2 B Q B.
\]

The elements of \( z_a \) are related by (5), which means that (11) is still a set of nonlinear equations in two variables \( x \) and \( y \). The approach to solve the nonlinear problem is to first assume that there is no relationship among \( x, y \) and \( r_1 \). They can then be solved by LS. The final solution is obtained by imposing the known relationship (5) to the computed result via another LS computation. This two-step procedure is an approximation of a true ML estimator for emitter location. By considering the elements of \( z_a \) independent, the ML estimate of \( z_a \) is

\[
z_a = \arg \min \{\|h - G_a z_0\|^2 \psi^{-1}(h - G_a z_a)\}
\]

\[
= (G_a^T \psi^{-1} G_a)^{-1} G_a^T \psi^{-1} h. \tag{14a}
\]

which is also readily recognized as the generalized LS solution of (11). \( \Psi \) is not known in practice as \( B \) contains the true values of \( r_{1i} \). However, \( \Psi \) can be used as a good approximation of the true covariance.

If, on the other hand, the source is close, we can first use (14b) to obtain an initial solution to estimate \( B \). The final answer is then computed from (14a). Although (14a) can be iterated to provide an even better answer, simulations show that applying (14a) once is sufficient to give an accurate result.

The covariance matrix of \( z_a \) is obtained by evaluating the expectations of \( z_a \) and \( z_a z_a^T \) from (14a). The calculation
is quite involved because the matrix $G_2$ contains random quantities $r_{i,1}$. We compute the covariance matrix by using the perturbation approach. In the presence of noise, \(r_{i,1} = r_{i,1}^0 + c_n r_{i,1}\). Since \(G_2^0 a_0 = h^0\), (11) implies that
\[
\psi = \Delta h - \Delta G_a x^0.
\]
(15)

Let $z_a = x^0 + \Delta z_a$. Then from (14a)
\[
(G_a^0 T + \Delta G_a^T) \psi^{-1} (G_a^0 + \Delta G_a) (x^0 + \Delta z_a) = (G_a^0 T + \Delta G_a^T) \psi^{-1} (h + \Delta h).
\]
(16)

Retaining only the linear perturbation terms and then using (12) and (15), \(\Delta z_a\) and its covariance matrix is
\[
\Delta z_a = c (G_a^0 T \psi^{-1} G_a^0)^{-1} G_a^0 T \psi^{-1} B_n,
\]
(17)

where the square error term in (12) has been ignored and (13) has been used to give \(\text{cov}(z_a)\).

The solution of \(z_a\) assumes that \(x, y, r\) are independent. But they are related by (5) at \(i = 1\). The remaining question is how to incorporate this relationship to give an improved estimate. When bias is ignored (this is justified when the noises in the TDOA's are small), the vector \(z_a\) is a random vector with its mean centred at the true value and covariance matrix given by (17). Hence the elements of \(z_a\) can be expressed as
\[
z_{a,1} = x^0 + e_1, \quad z_{a,2} = y^0 + e_2, \quad z_{a,3} = r_{1,1} + e_3
\]
(18)

where \(e_1, e_2\) and \(e_3\) are estimation errors of \(z_a\). Subtracting the first two components of \(z_a\) by \(x^0\) and \(y^0\), and then squaring the elements gives another set of equations
\[
\psi' = h' - G_a' z_a^0
\]
where
\[
\psi' = \begin{bmatrix} (x_{a,1} - x_1)^2 \\ (x_{a,2} - y_1)^2 \\ (x_{a,3} - r_{1,1})^2 \end{bmatrix}, \quad G_a' = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix},
\]
(19)

where \(\psi'\) is a vector denoting inaccuracies in \(z_a\). Substituting (18) into (19) gives
\[
\psi_1' = 2 (x^0 - x_1) e_1 + e_1^2 \approx 2 (x^0 - x_1) e_1,
\]
\[
\psi_2' = 2 (y^0 - y_1) e_2 + e_2^2 \approx 2 (y^0 - y_1) e_2,
\]
\[
\psi_3' = 2 r_{1,1}^0 e_3 + e_3^2 \approx 2 r_{1,1}^0 e_3.
\]
(20)

The approximation is valid as the errors \(e_i, \ i = 1, 2, 3\) are small. This is another approximation to the true maximum likelihood procedure. The covariance matrix of \(\psi'\) is therefore
\[
\Psi' = [\psi' \psi'^T] = 4 B' \text{cov}(z_a) B',
\]
(21)

Since \(\psi\) is Gaussian, it follows that \(\psi'\) is also Gaussian. Thus the ML estimate of \(z_a'\) is
\[
z_a' = (G_a^0 T \psi'^{-1} G_a')^{-1} G_a^0 T \psi'^{-1} h'.
\]
(22a)

The matrix \(\Psi'\) is not known since it contains the true values. Nevertheless, \(B'\) can be approximated by using the values in \(z_a, G_a^0\) in (17) approximated by \(G_a, B\) in (13) approximated by the values computed from (14b). If the source is distant, then
\[
\text{cov}(z_a) \approx c^2 (G_a^0 T Q^{-1} G_a^0)^{-1} (G_a^0 T Q^{-1} G_a)^{-1} h'.
\]
(22b)

Notice that the matrix \(G_a'\) is constant. By taking expectations of \(z_a'\) and \(\psi', \) the covariance matrix of \(z_a'\) is
\[
\text{cov}(z_a') = (G_a^T \psi'^{-1} G_a')^{-1}.
\]
(23)

The final position estimate is then obtained from \(z_a'\) as
\[
z_p = \sqrt{z_a'} + \begin{bmatrix} x_1 \\ y_1 \end{bmatrix}
\]
or
\[
z_p = -\sqrt{z_a'} + \begin{bmatrix} x_1 \\ y_1 \end{bmatrix}.
\]
(24)

The proper solution is selected to be the one which lies in the region of interest. If one of the coordinates of \(z_a'\) is close to zero, the square root in (24) may become imaginary. In such a case, the imaginary component is set to zero. To find the covariance matrix of position estimate, we express our final solution in the form \(x = x^0 + e_x\) and \(y = y^0 + e_y\). From the definition of \(z_a'\) in (19), it follows that
\[
z_{a,1}' - (x^0 - x_1)^2 = 2 (x^0 - x_1) e_x + e_x^2,
\]
\[
z_{a,2}' - (y^0 - y_1)^2 = 2 (y^0 - y_1) e_y + e_y^2.
\]
(25)

The errors \(e_x\) and \(e_y\) are relatively small compared with \(x^0\) and \(y^0\). Ignoring \(e_x^2\) and \(e_y^2\), and upon using (13), (17), (21) and (23), the covariance matrix of \(z_p\) is found to be
\[
\Phi = \text{cov}(z_p) = \frac{1}{4} B''^{-1} \text{cov}(z_a') B''^{-1} = c^2 B'' G_a^T B''^{-1} G_a^T B''^{-1} Q^{-1} B''^{-1} G_a B''^{-1} G_a B''^{-1} (G_a B''^{-1} G_a B''^{-1})^{-1}
\]
where
\[
B'' = \begin{bmatrix} (x^0 - x_1) & 0 \\ 0 & (y^0 - y_1) \end{bmatrix}.
\]
(26)

In summary, (14a), (22a), and (24) are the solution equations. Since the weighting matrices in (14a) and (22a) are unknown, proper approximation is necessary to find the answer. When the source is far from array, (14b), (22b), and (24) are used. For a near-field source, (14b) is first used to give an approximation of \(B\). Equations (14a), (22a), and (24) then give the solution. Position accuracy is assessed through the covariance matrix in (26).
B. Linear Array

The above formulas (10), (14), and (22) are valid if the matrices involved are full rank. When sensors are arranged linearly, the matrices containing $x_i$ and $y_i$ will be singular because the sensor positions satisfy $y_i = ax_i + b$, $i = 1, 2, \cdots, M$, where $a$ and $b$ are some constants. Rewrite (9) as

$$-2x_{i,1}(x + ay) - 2r_{i,1}r_1 = r^2_{i,1} - K_1 + K_1. \quad (27)$$

Equation (27) is linear in $w = (x + ay)$ and $r_1$. Using the first stage procedure illustrated in Section II-A gives a solution similar to (14a)

$$z_i = (G_i^T \Psi^{-1} G_i)^{-1} G_i^T \Psi^{-1} h_i.$$  

$$z_i = \begin{bmatrix} x + ay \\ r_1 \end{bmatrix}, \quad G_i = \begin{bmatrix} x_{2,1} & r_{2,1} \\ x_{3,1} & r_{3,1} \\ \vdots & \vdots \end{bmatrix}. \quad (28)$$

The vector $h$ is defined in (11). A second stage is unnecessary since $r_1$ and $x + ay$ are two independent variables. To obtain the position estimate, substitute the computed $r_1$ and $x = w - ay$ into (5) at $i = 1$ to produce a quadratic in $y$. The location estimate is

$$y = -E \pm \sqrt{E^2 - 4AC}, \quad x = w - ay$$

where

$$A = 1 + a^2, E = -2(aw + b), C = K_1 - 2x_1 w + w^2 - r^2_1. \quad (29)$$

If the array is on the $x$-axis and if $(x_1, y_1)$ is at the origin, $a = b = x_1 = K_1 = 0$ and (28) reduces to the simple form $y = \pm \sqrt{r^2_{i,1} - w^2}$ and $x = w$. This solution is identical to the one given in [4].

To calculate the covariance matrix, we perturb the random quantities in (28) and proceed as before to obtain

$$E[\Delta z_i \Delta z_i^T] = (G_i^T \Psi^{-1} G_i)^{-1}. \quad (30)$$

According to (5), $\Delta x$, $\Delta y$ and $\Delta r_1$ are related by $\Delta r_1 = -(x_1 - x^0) \Delta x + (y_1 - y^0) \Delta y)/r^0_{i,1}$. Hence

$$\Delta z_i = T \Delta z_p = \begin{bmatrix} x_{i,1} \\ y_{i,1} \\ \vdots \\ x_{i,1} \\ y_{i,1} \end{bmatrix} \begin{bmatrix} \Delta x \\ \Delta y \end{bmatrix} \quad (31)$$

and the required covariance matrix is

$$\Phi = T^{-1}(G_i^T \Psi^{-1} G_i)^{-1} T^{-T} \quad (32)$$

The proposed solution requires the knowledge of TDOA covariance matrix $Q$ which may not be known in practice. If the noise power spectral densities are similar at sensors, it can be replaced by a matrix of diagonal elements 1 and 0.5 for all other elements (see (44) below). If the sensor positions have significant uncertainties, we can also incorporate these uncertainties to the matrix so that more weights are given to the equation containing the more reliable sensor position $(x_i, y_i)$.

The covariance matrix of position estimate contains the uncertainty information in localization. In particular, the position mean-square error (MSE) is equal to the sum of the diagonal elements of $\Phi$. Another commonly used measure of localization accuracy is the circular error probable (CEP) [12]. It is defined as the radius of the circle that has its centre at the mean and contains half of the realizations of the random position estimate. Recall that since the noise vector $n$ is Gaussian, $\Delta z_p$ is also Gaussian distributed. The CEP is thus related to $\Phi$. Details of its computation from $\Phi$ can be found in [11]-[12].

III. COMPARISON WITH THE CRLB

The Cramér-Rao inequality [14] sets a lower bound for the variance of any unbiased parameter estimators. Hence it is of interest to compare the estimator with the optimum.

The CRLB of the localization problem is derived in the Appendix. It is given by

$$\Phi^0 = c^2(G_i^D Q^{-1} G_i^D)^{-1} \quad (33)$$

where the matrix $G_i^D$ is defined in (7) with $(x, y, r_i) = (x^0, y^0, r^0_i)$. We shall first consider the arbitrarily distributed array case. The corresponding position covariance matrix is given in (26). Denote the $(i, j)$th element of a matrix $R$ as $[R]_{i, j}$. Then from (11), (12) and (21)

$$[B^{-1} G_i^0 B'^{-1}]_{i,1,1} = \frac{-x_{i,1}}{(x^0 - x_1)r^0_{i,1}}$$

$$[B^{-1} G_i^0 B'^{-1}]_{i,1,2} = \frac{-y_{i,1}}{(y^0 - y_1)r^0_{i,1}}$$

$$[B^{-1} G_i^0 B'^{-1}]_{i,1,3} = \frac{-1}{r^0_{i,1}}. \quad (34)$$

Hence from the definition of $G_i'$ and $B'$ in (19) and (26), and noting that $x_{i,1} = x_1 - x_1$ and $r^0_{i,1} = r^0 - r^0_{i,1}$

$$[B^{-1} G_i^0 B'^{-1} G_i'^{-1} B'^{-1}]_{i,1,1}$$

$$= \frac{-1}{x^0 - x_1}) \begin{bmatrix} x_{i,1} \\ y_{i,1} \\ \vdots \\ x_{i,1} \\ y_{i,1} \end{bmatrix} \begin{bmatrix} (x^0 - x_1)r^0_{i,1} + r^0_{0,0} \\ r^0_{0,0} \end{bmatrix} \quad (35)$$

Similarly

$$[B^{-1} G_i^0 B'^{-1} G_i'^{-1} B'^{-1}]_{i,1,2} = [G_i'^{-1}]_{i,1,2} \quad (36)$$

Comparison between (26) and (33) reveals that the position estimate with arbitrary array can achieve the optimum performance and is therefore efficient, when the measurement errors in TDOA’s are small.
In the linear array case, using the definitions of $B$, $G_0^T$ and $T$ in (12), (28) and (31), it can be verified that

$$B^{-1}G_0^TT = G_0^T.$$  

(37)

It is evident from (32) that the covariance matrix $\Phi$ is identical to $\Phi^0$ of (33). As a consequence, our estimator is also efficient for linearly distributed sensors. This is consistent with the results given in [4].

IV. COMPARISON WITH PREVIOUS WORK

We shall next compare our technique with those in the literature.

A. Linear Array

In the special case of a linear array of three sensors, Carter [1] has derived an exact formula for source range and bearing. We next show that the solution of Section II-B will give the same answer.

The localization geometry is shown in Fig. 2. The sensor positions are numbered as $(x_1 = 0, y_1 = 0)$, $(x_2 = -L_1, y_2 = 0)$ and $(x_3 = L_2, y_3 = 0)$ so that $r_1$ corresponds to the range $r$ of the object. Substituting $a = 0$, $x_{2,1} = -L_1$, $x_{3,1} = L_2$, $K_1 = 0$, $K_2 = L_1^2$ and $K_3 = L_2^2$ into (27) yields

$$\begin{bmatrix} -L_1 & r_2,1 \\ r_3,1 & r \end{bmatrix} \begin{bmatrix} x \\ r \end{bmatrix} = \frac{1}{2} \begin{bmatrix} r_2,1^2 - L_1^2 \\ r_3,1^2 - L_2^2 \end{bmatrix}.$$  

(38)

Solving (38) for $x$ and $r$ gives

$$r = L_1 \left[ 1 - \frac{(L_1^2)^2}{2r_2,1^2 + r_3,1^2} \right]$$  

(39)

and the bearing angle

$$\theta = \cos^{-1} \left( \frac{x}{r} \right) = \cos^{-1} \left( \frac{L_2^2 - 2rr_3,1 - r_3,1^2}{2rL_2} \right).$$  

(40)

They are identical to the results given in [1] (where the sensors are numbered as $(x_1 = 0, y_1 = 0)$, $(x_2 = L_1, y_2 = 0)$ and $(x_3 = L_1 + L_2, y_3 = 0)$). Accordingly, our $r_{2,1}$ and $r_{3,1}$ are equal to $-r_{2,1}$ and $r_{3,1}$ in [1]. $x$ is equal to

$$x = \frac{r_{2,1}L_2^2 - r_{3,1}L_1^2 - r_{2,1}r_{3,1}L_3}{2r_2,1L_2 + r_3,1L_1}.$$  

(41)

and $y$ is obtained from $\sqrt{x^2 - r^2}$.

With three or more sensors, a traditional method is the focused beamforming derived by Carter [1], [15]. The sensor outputs are prefiftered and time shifted according to delays chosen by some hypothesized range and bearing. The processed sensor outputs are summed, filtered, squared and averaged to give a final output. The source range and bearing estimate is the pair which maximizes the final output. This technique requires an extensive search in the 2-D range and bearing space. Another approach is by Hahn [2]-[3] in which the TDOA vector $d$ is first estimated. The source range and bearing are deduced from the weighted sum of ranges and bearings obtained from the associated TDOA’s for every triplet $\{(x_i, y_i), (x_j, y_j), (x_j, y_j), i \neq j\}$. The selection of the weights is crucial to achieve optimum performance but expressions for the weights are, in general, very complicated [3]. Moreover, the solution is correct only for distant source. Recently, Abel and Smith [4] deduced an explicit closed-form solution for the problem which is simple to compute and achieves CRLB around small error region. In addition, no distant source assumption is required. Our result is indeed identical to theirs when the coordinate axes are chosen to be the same.

In sonar, the quantities of interest are often range and bearing instead of the $x$ and $y$ coordinates of the emitter. The optimum bounds for range and bearing variances have been derived by Bangs and Schultheiss [16]. They assume spatially incoherent noise fields and a distant source. It is also possible to derive the variances of range and bearing for our estimator. As the estimator has already been shown to be efficient around small error region, the corresponding variances will be the CRLB. It will then be shown that with the two assumptions made in [16], we shall come to Bangs and Schultheiss’s solution.

Without loss of generality, let the $y$-coordinate of all sensors be zero. In terms of range $r$ and bearing $\theta$, $x$ is equal to $r \cos \theta$ and hence $\Delta x = -r^0 \sin \theta^0 \Delta \theta + \cos \theta^0 \Delta r$. We arrange the sensors so that $r_1$ is the source range. Then

$$\Delta x_1 = \begin{bmatrix} \Delta x \\ \Delta r_1 \end{bmatrix} = H \begin{bmatrix} \Delta \theta \\ \Delta r \end{bmatrix}$$  

$$H = \begin{bmatrix} -r^0 \sin \theta^0 & \cos \theta^0 \\ 0 & 1 \end{bmatrix}.$$  

(42)

From (30), we have

$$\zeta = \mathbb{E}\left[ \begin{bmatrix} \Delta \theta \\ \Delta r \end{bmatrix} \begin{bmatrix} \Delta \theta \\ \Delta r \end{bmatrix}^T \right] = (H^T G_0^T \Psi^{-1} G_0^T H)^{-1}$$  

(43)

which is a general formula for arbitrary source and noise fields. In spatially incoherent noise fields of identical receiver noise power spectra, the vector TDOA covariance matrix $Q$ in (3)
can be simplified to

\[ Q = \frac{g^{-1}}{M} \begin{bmatrix} 1 & 0.5 & 0.5 & \cdots & 0.5 \\ 0.5 & 1 & 0.5 & \cdots & 0.5 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0.5 & 0.5 & 0.5 & \cdots & 1 \end{bmatrix} \]

\[ = \frac{1}{2g^{-1}} \begin{bmatrix} M-1 & -1 & -1 & \cdots & -1 \\ -1 & M-1 & -1 & \cdots & -1 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ -1 & -1 & \cdots & \cdots & M-1 \end{bmatrix}^{-1} \]

\[ g = \left\{ \frac{T}{2\pi} \int_{0}^{\infty} \omega^{2} \frac{S(\omega)^{2}/N(\omega)^{2}}{1 + MS(\omega)/N(\omega)} d\omega \right\}. \tag{44} \]

When the definitions of H, \( \Psi \) and \( \Psi \) given in (42), (28) and (13) are substituted into (43), we have (45), at the bottom of the next page. If the distant source assumption is imposed, then

\[ r_{i}^{0} \approx r^{0} \]

and as illustrated in Fig. 3

\[ \frac{x_{i,1} \sin \theta_{i} + r_{i,1}^{0}}{r_{i}^{0}} \approx \frac{h_{i}}{r_{i}^{0}} = (1 - \cos \alpha_{i}) \]

\[ = 2 \sin^{2} \frac{\alpha_{i}}{2} \approx 2 \left( \frac{x_{i,1} \sin \theta_{i}^{0}}{2r_{i}^{0}} \right)^{2} \]

\[ \approx \frac{1}{2} \sin^{2} \theta_{i}^{0} x_{i,1}^{2}. \tag{46} \]

Since \( x_{i,1} \ll r^{0} \), \( [\zeta^{-1}]_{1,2} \approx 0 \). It follows that

\[ \sigma_{\theta}^{2} \approx \left\{ g c^{2} \sin \theta_{i}^{0} \sum_{i=1}^{M} \sum_{j=1}^{M} (x_{i} - x_{j})^{2} \right\}^{-1} \]

\[ \sigma_{r}^{2} = \left\{ \frac{g c^{2} \sin^{2} \theta_{i}^{0}}{4r_{i}^{04}} \sum_{i=1}^{M} \sum_{j=1}^{M} (x_{i,1}^{2} - x_{j,1}^{2})^{2} \right\}^{-1}. \tag{47} \]

where \( \sigma_{\theta}^{2} \) and \( \sigma_{r}^{2} \) denote the variances of source bearing and range. They are identical to those given by Bangs and Schultheiss [15]-[16].

\[ [\zeta^{-1}]_{1,1,1} = gc^{2} r_{i,1}^{02} \sin^{2} \theta_{i} \sum_{i=1}^{M} \sum_{j=1}^{M} \left( \frac{x_{i,1}}{r_{i}^{0}} - \frac{x_{j,1}}{r_{j}^{0}} \right)^{2} \]

\[ [\zeta^{-1}]_{1,2,1} = [\zeta^{-1}]_{1,2,2} = -gc^{2} r_{i,1}^{0} \sin \theta_{i} \times \left\{ (M - 1) \sum_{i=2}^{M} \sum_{j=2, j \neq i}^{M} \frac{x_{i,1} (x_{i,1} \cos \theta_{i} + r_{i,1}^{0})}{r_{i}^{02}} \right. \]

\[ - \left. \sum_{i=2}^{M} \sum_{j=2, j \neq i}^{M} \frac{x_{i,1} (x_{i,1} \cos \theta_{i} + r_{i,1}^{0})}{r_{i}^{02}} \right\}. \]

\[ [\zeta^{-1}]_{2,2} = gc^{2} \sum_{i=1}^{M} \sum_{j=1}^{M} \left( \frac{x_{i,1} \cos \theta_{i}^{0} + r_{i,1}^{0}}{r_{i}^{0}} - \frac{x_{j,1} \cos \theta_{j}^{0} + r_{j,1}^{0}}{r_{j}^{0}} \right)^{2} \tag{45} \]
LS computation with appropriate weighting. It follows that the optimum estimate is obtained.

DAC consists of dividing the sensor measurements (TDOA’s in our case) into groups, each having a size equal to the number of unknowns. The unknown parameters are computed from each group and then appropriately combined to give the final answer. The solution uses stochastic approximation and requires the Fisher information in each group to be sufficiently large. As a consequence, optimum performance can be achieved only when the noise is small enough. This implies a low noise threshold before performance deviates from the CRLB. Another difficulty is that if the number of sensors is not equal to an integral multiple of the number of unknowns plus one, the TDOA estimates from those remaining sensors cannot be utilized to improve solution accuracy. Our estimator has no such restriction. Moreover, it does not require stochastic approximation and hence has a larger noise threshold. This is verified by simulations in Section V.

While the Taylor-series method can give an accurate position estimate at reasonable noise levels, the major drawback is that it is iterative, and there is no guarantee for convergence. Our approach does not require iteration. If the source is far from the array, we compute first the intermediate solution \( z_0 \) by (14b) and the final solution by (22b) followed by (24). It does not require the computation of \( 1/r_i \) for \( i = 1, 2, \ldots, M \), which is most costly for large \( M \) as square root and division operations are required. Although computing \( 1/r_i \) is necessary for a near source, it is needed only once. In the Taylor-series method, calculation of \( 1/r_i \) is a must for each iteration as can be seen in (7). Finally, no special procedure is required to detect divergence.

Under the condition that the Taylor-series method is properly converged, it is of interest to compare the accuracy of the two techniques. The Taylor-series method assumes that the linearization error is small. It has been illustrated in [17] that the higher order terms are significant in determining the solution in bad geometric dilution of precision (GDOP) situations. Even through the noise power is relatively small, there is no guarantee that the obtained solution is accurate. It is expected that our method works better in cases where GDOP is poor. In fact, our method guarantees optimum performance around small TDOA noise region and thus is always be superior.

V. SIMULATION RESULTS

Simulations are performed to corroborate the theoretical development and to compare the relative localization accuracy for different methods. For simplicity, we assume that the signal and noises in (1) are white random processes and that the SNR of all sensor inputs are identical. Consequently, the covariance matrix \( Q \) is found from (3) to be \( \sigma_q^2 \) for diagonal elements and 0.5 \( \sigma_q^2 \) for all other elements, where \( \sigma_q^2 \) is the TDOA variance. The TDOA estimates are simulated by adding to the actual TDOA’s correlated Gaussian random noises with covariance matrix given by \( Q \).

Table I compares the localization accuracy of the SI, Taylor-series and the new estimator for an arbitrary array with a different number of sensors. The sensor positions are \( \{x_1 = 0, y_1 = 0\}, \{x_2 = -5, y_2 = 8\}, \{x_3 = 4, y_3 = 6\}, \{x_4 = -2, y_4 = 4\}, \{x_5 = 7, y_5 = 3\}, \{x_6 = -7, y_6 = 5\}, \{x_7 = 2, y_7 = 5\}, \{x_8 = -4, y_8 = 2\}, \{x_9 = 3, y_9 = 3\} \) and \( \{x_{10} = 1, y_{10} = 8\} \). The source is at \((x_0 = 8, y_0 = 22)\). The TDOA noise power is set to 0.001/c^2 and the MSE = \( E[(x - x_0)^2 + (y - y_0)^2] \) are obtained from the average of 100000 independent runs. The weighting matrices \( W \) and \( V \) in the SI method [8, eq. (12)] are both set to \( Q^{-1} \). The initial position guess in the Taylor-series method is chosen to be the true solution. Simulations show that at least three iterations are required for convergence. Two ways are used to compute the solution in the new method. One uses (14b), (22b), and (24). The other first employs (14b) to deduce an estimate of \( B \) and then uses (14a) to calculate the intermediate solution \( z_n \). The final result is obtained from (22a) followed by (24). The matrix \( G_n^0 \) is replaced by \( G_n \) and the true values in \( B' \) is substituted by the values in \( z_n \) in (22). The differences between the two results are small. This indicates that in most cases, the simplified formulae (14b) and (22b) are sufficient. Among the three methods, SI performs worst and our solution method gives a slightly smaller MSE than the Taylor-series method. Note that the proposed method with the simplified formulae still performs better than the SI method. Additionally, the SI method cannot produce a position estimate for the three sensor situation when the number of independent equations equals the number of unknowns. The error for SI is most significant when there are four sensors. The theoretical MSE given by the sum of the diagonal elements of \( \Phi \) in (26), which is identical to the CRLB, is also computed. Notice that there is a close match between the predicted and the simulated values and the validity of (26) is confirmed. This also confirms that our estimator achieves the CRLB and that replacing the true values in \( B, G_n^0 \) and \( B' \) by their noisy versions does not affect the result much.

In the case of a linear array, the results are given in Table II. Only the proposed and Taylor-series method are

<table>
<thead>
<tr>
<th>MSE</th>
<th>M = 3</th>
<th>M = 4</th>
<th>M = 5</th>
<th>M = 6</th>
<th>M = 7</th>
<th>M = 8</th>
<th>M = 9</th>
<th>M = 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>no sol.</td>
<td>1.5768</td>
<td>0.1597</td>
<td>0.1480</td>
<td>0.1229</td>
<td>0.1164</td>
<td>0.1148</td>
<td>0.1103</td>
</tr>
<tr>
<td>B</td>
<td>2.1726</td>
<td>0.7061</td>
<td>0.1460</td>
<td>0.1341</td>
<td>0.1144</td>
<td>0.1057</td>
<td>0.1034</td>
<td>0.09642</td>
</tr>
<tr>
<td>C</td>
<td>2.1726</td>
<td>0.7282</td>
<td>0.1456</td>
<td>0.1359</td>
<td>0.1159</td>
<td>0.1077</td>
<td>0.1055</td>
<td>0.09697</td>
</tr>
<tr>
<td>D</td>
<td>2.1726</td>
<td>0.6986</td>
<td>0.1451</td>
<td>0.1337</td>
<td>0.1141</td>
<td>0.1055</td>
<td>0.1034</td>
<td>0.09480</td>
</tr>
<tr>
<td>E</td>
<td>1.9794</td>
<td>0.6884</td>
<td>0.1451</td>
<td>0.1334</td>
<td>0.1143</td>
<td>0.1054</td>
<td>0.1032</td>
<td>0.09432</td>
</tr>
</tbody>
</table>

A: SI method. B: Taylor series method. C: proposed method, \((14b), (22b), (24)\). D: proposed method, \((14b), (22a), (24)\). E: theoretical MSE of the new method = CRLB.
compared because SI fails due to singularity problem. The sensor coordinates are \((x_i = -(i-1), y_i = 0)\) when \(i\) is odd and \((x_i = i, y_i = 0)\) when \(i\) is even, \(i = 1, 2, \ldots, 10\). The source position is the same as before. The TDOA variance is set to 0.0001/c². The solution is computed by (28),(29). The localization MSE decreases as the number of sensor increases. Again, the differences in the results by using the approximation \(\Psi = Q\) in (28) and the actual equations by first estimating \(\Psi\) are small. The theoretical MSE, which is the same as CRLB, are also evaluated from (32). They are in close agreement with the simulated values. Again, the Taylor-series method gives almost identical results as the new method.

When the source is far away at position \((x_0 = -50, y_0 = 250)\), the MSE for random and linear arrays are given in Tables III and IV respectively. The sensor positions are the same as before and the TDOA noise power is \(\sigma_d^2 = 0.00001/c^2\) in both cases. Since the source range is large, the results obtained from the simplified and actual formulae are found to be identical. The source position cannot be estimated if there are only three sensors due to large position variations. As shown in Table III, the proposed method performs much better than SI and slightly better than Taylor-series. Indeed, the new method attains the CRLB for both the random and linear array scenarios. In the case of a linear array, there are only three sensors due to large position variations. Hence a far-field emitter requires an extremely low noise power to make the stochastic approximation valid. The result is that DAC has a low noise threshold.

To give a comparison of the thresholding effect between DAC and our method, the MSE for a fixed array configuration is studied by varying the TDOA noise power. The previous arbitrary array configuration is chosen with \(M = 9\). The source is located at \((x_0 = -50, y_0 = 250)\). The result is illustrated in Fig. 4. Both methods perform well at low noise level. Thresholding effect occurs in DAC when \(\sigma_d^2 = 0.000016\). On the other hand, our method follows closely with the CRLB until \(\sigma_d^2 = 0.0001\) (six times larger then that in DAC). It is also interesting to see that although deviation from CRLB starts at high noise level, the MSE does not jump to a large value as compared to DAC. It is mentioned in [18] that the Bhattachayya bound is tighter than CRLB for nonlinear parameter estimation. Hence it is more realistic to compare our estimator's performance with the Bhattachayya bound at low SNR. It can be seen in Fig. 4 that our method performs only a little worse than the second-order Bhattachayya bound (BHB2). This difference is probably due to the fact that we have neglected second order error terms in our algorithm. It is expected that our estimator

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>COMPARISON OF MSE FOR THE PROPOSED AND TAYLOR-SERIES METHODS; LINEAR ARRAY AND NEAR SOURCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>M = 3</td>
</tr>
<tr>
<td>A</td>
<td>8.2574</td>
</tr>
<tr>
<td>B</td>
<td>8.2574</td>
</tr>
<tr>
<td>C</td>
<td>8.2574</td>
</tr>
<tr>
<td>D</td>
<td>7.2819</td>
</tr>
</tbody>
</table>

B: Taylor series method. C: proposed method, (28) with \(\Psi = Q\), (29). D: proposed method, (28) with \(\Psi = Q\), (28), (29). E: theoretical MSE of the new method = CRLB.

<table>
<thead>
<tr>
<th>TABLE III</th>
<th>COMPARISON OF MSE FOR THE SI, TAYLOR-SERIES AND PROPOSED METHODS; ARBITRARY ARRAY AND DISTANT SOURCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>M = 4</td>
</tr>
<tr>
<td>A</td>
<td>101881</td>
</tr>
<tr>
<td>B</td>
<td>346.86</td>
</tr>
<tr>
<td>C</td>
<td>348.74</td>
</tr>
<tr>
<td>D</td>
<td>328.82</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>TABLE IV</th>
<th>COMPARISON OF MSE FOR THE PROPOSED AND TAYLOR-SERIES METHODS; LINEAR ARRAY AND DISTANT SOURCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>M = 4</td>
</tr>
<tr>
<td>A</td>
<td>1797.13</td>
</tr>
<tr>
<td>B</td>
<td>1588.31</td>
</tr>
<tr>
<td>C</td>
<td>1437.25</td>
</tr>
</tbody>
</table>

B: Taylor series method. C: proposed method, (28) with \(\Psi = Q\), (29). E: theoretical MSE of the new method = CRLB.

\[ \begin{align*}
Q & = \frac{1}{2} \left( y_0 \sigma_{d1}^2 - y_2 \sigma_{d2}^2 \right) \\
Q & = \frac{1}{2} \left( -y_0 \sigma_{d1}^2 + y_2 \sigma_{d2}^2 \right) \\
Q & = \frac{1}{2} \left( y_0 \sigma_{d1}^2 + y_2 \sigma_{d2}^2 \right)
\end{align*} \]
will approach BHB2 if those second order error terms are taken into account. Many simulations has been tried with different array geometry and source locations (near-field and far-field). They all verify that our estimator enters its large error region at a smaller SNR than DAC and follows closely the BHB2.

VI. CONCLUSION

A new approach for localizing a source from a set of hyperbolic curves defined by TDOA measurements is proposed. By introducing an intermediate variable, the nonlinear equations relating TDOA estimates and source position can be transformed into a set of equations which are linear in the unknown parameters and the intermediate variable. A LS then gives their solution. By exploiting the known relation between the intermediate variable and the position coordinates, a second weighted LS gives the final solution for the position coordinates. The covariance matrix of the position estimate was derived and found to meet the CRLB. The estimator is asymptotically efficient for arbitrary or linear array configurations. Indeed, it is an approximation of the ML estimator for hyperbolic position fix when the TDOA error is small. In the case of a linear array, the solution reduces to that of [4]. A comparison with other localization methods was conducted. The proposed method has the same simplicity as the SI method but performs significantly better, particularly when the number of sensors is small. It has a higher noise threshold than the DAC method and provides an explicit solution form which is not available in existing optimum estimators. Finally, the new technique offers a computational advantage over the Taylor-series technique and eliminates the convergence problem.

In this paper, we have only considered TDOA estimation error. In practical localization system, sensor position uncertainty is often encountered [19]. If the variances of the uncertainties of individual sensors are known, it will not be difficult to incorporate the reciprocal of the variances as weights in the weighted LS to give an ML estimator (see discussion after (32)).

APPENDIX

Hahn and Tretter’s [2] estimator is an implementation of the ML estimator for a vector of TDOA known to be asymptotically Gaussian with covariance matrix given by Q. Hence the conditional probability density function of d is

\[
p(d \mid z_p) = \frac{1}{(2\pi)^{(M-1)/2}\left|Q\right|^{1/2}} \exp \left\{ \frac{1}{2} \left( \begin{array}{c} d - r \\ c \end{array} \right) Q^{-1} \left( \begin{array}{c} d - r \\ c \end{array} \right)^T \right\}
\]

where \( r = [r_{z1}, r_{z2}, \ldots, r_{zM}]^T \) is a function of \( z_p \). The transmitter position can be expressed as a nonlinear function of \( d \), i.e., \( x = f_1(d) \) and \( y = f_2(d) \). Using Taylor-series expansion of \( x \) and \( y \) around the true TDOA vector, it can be verified that both the bias and variance of transmitter position are proportional to the TDOA covariance matrix Q. If variations in TDOA’s are small so that the bias square is insignificant compared with the variance, the CRLB of \( z_p \) is given by [14]

\[
\Phi^0 = \left\{ E \left[ \left( \frac{\partial}{\partial z_p} \ln p(d \mid z_p) \right)^T \right] \right\}^{-1}
\]

(A2)

The partial derivative of \( \ln p(d \mid z_p) \) with respect to \( z_p \) is

\[
\frac{\partial}{\partial z_p} \ln p(d \mid z_p) = - \frac{1}{c} \frac{\partial r^T}{\partial z_p} Q^{-1} \left( d - \frac{r}{c} \right).
\]

(A3)

Hence

\[
\Phi^0 = c^2 \left( \frac{\partial r^T}{\partial z_p} Q^{-1} \frac{\partial r}{\partial z_p} \right)^{-1} \bigg|_{z_p = z_p^0}
\]

where \( \frac{\partial r^T}{\partial z_p} \) is found from the definition of \( r \) to be \( G_t \).
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