Accurate calibration for 3D shape measurement system using a binary defocusing technique
Leah Merner, Yajun Wang, Song Zhang*
Mechanical Engineering Department, Iowa State University, Ames, IA 50011, United States

Abstract
This paper introduces a novel method to calibrate 3D shape measurement systems that use the binary defocusing technique. Specifically, this method calibrates the pixelwise $z$ as low-order polynomial functions of absolute phase; $(x, y)$ coordinates are calculated from camera calibration with known $z$ value; and the camera is calibrated using the standard flat checkerboard method. Because this method does not require estimation of the projector’s parameters, it can be adopted for any phase measurement system including those employing out-of-focus projectors. Our experiment found that the root-mean-squared (rms) error for the depth measurement is less than 70 μm when the measurement depth range is about 100 mm, which is at the same level of the calibration stage ± 50 μm.
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1. Introduction
Precise measurement applications in manufacturing and medical sciences increasingly integrate real-time 3D shape measurement systems based on digital sinusoidal fringe projection. A digital fringe projection (DFP) technique projects a sequence of sinusoidal structured patterns onto an object and captures the deformed pattern images. The 2D images can then be used to generate a 2D phase map from which the 3D information for each pixel can be uniquely extracted. The DFP technique offers good measurement accuracy, improves computation speed over many other 3D shape measurement techniques, and eliminates image matching difficulties of traditional stereo-vision systems by replacing one camera with a projector [1]. These advances in 3D shape measurement create opportunities for application of digital fringe projection technologies in high precision measurement. However, the drawbacks of a conventional DFP technique include projector nonlinear gamma errors, difficult synchronization between projector and camera, and speed limitations of the projector, which may drastically affect measurement quality [2].

To avoid the problems caused by the conventional DFP technique projection technique, Lei and Zhang recently proposed a structured light technique that projects defocused binary structured patterns instead of sinusoidal patterns [3]. The binary defocusing technique could alleviate the problems of conventional DFP techniques in that the projector nonlinearity does not affect measurement accuracy, the time modulation effect of the digital light-processing (DLP) technique is less sensitive to precise synchronization, and 1-bit instead of 8-bit data transfer reduces DLP projector’s processing power demand [4].

However, the binary defocusing technique introduces a new challenge: calibrating such a system becomes more difficult because of the use of an out-of-focused projector since most well-established, accurate calibration methods for structured light systems require the projector to be in focus (e.g. the least squares [5,6], projector image regeneration [7–10], and camera-projector system optimization [11–13]). The calibration accuracy usually determines the accuracy of a 3D shape measurement system; thus, an accurate calibration method is vital to any precision 3D shape measurement system. The reference-plane based phase-to-height conversion methods [14] could be used if the depth measuring range is small [7]. However, the calibration accuracy is low if the measuring depth range is large. Therefore, a new calibration technique must be developed for the binary defocusing technique before it can be extensively adopted.

We propose a novel method for accurately calibrating a 3D shape measurement system using the binary defocusing technique by a method that indirectly calibrates the defocused projector. Specifically, the proposed method includes two stages: depth $z$ calibration and $(x, y)$ coordinates calibration. The first stage is calibrating $z$ coordinate information by translating a calibration plane over known depths, recording the depth $z$ values and absolute phase values per pixel for each plane, and fitting a curve for each pixel across the entire depth range to establish the depth...
2. Principle

2.1. Nine-step phase-shifting algorithm

Phase-shifting algorithms are widely used in optical metrology because of their measurement speed and accuracy [17]. Numerous phase-shifting algorithms have been developed including three-step, four-step, double-three-step, and five-step algorithms. In this research, we use a nine-step phase-shifting algorithm to reduce the influence of random noises and high-frequency harmonics during defocusing. The nine phase-shifted fringe images can be described as

\[ I_n(x,y) = \Gamma(x,y) + \Gamma(x,y) \cos(\phi + 2\pi n/9), \]

where \( \Gamma(x,y) \) is the average intensity, \( \Gamma'(x,y) \) the intensity modulation, \( \phi(x,y) \) the phase to be solved for, and \( n = 1, 2, \ldots, 9 \). The phase, \( \phi(x,y) \), can be solved for as follows:

\[ \phi(x,y) = \tan^{-1} \left[ \frac{\sum_{n=1}^{9} I_n(x,y) \sin(2\pi n/9)}{\sum_{n=1}^{9} I_n(x,y) \cos(2\pi n/9)} \right]. \]

Eq. (2) provides the phase ranging \([\pi, -\pi]\) with \(2\pi\) discontinuities. This \(2\pi\) phase jumps can be removed to obtain the continuous phase map by adopting a phase unwrapping algorithm, such as one of the algorithms described in Book [18]. The phase unwrapping is essentially to determine the locations of the phase jumps and remove them by adding or subtracting multiples of \(2\pi\). However, the phase obtained by a spatial phase unwrapping is relative phase. In this research, absolute phase is required for accurate calibration.

2.2. Absolute phase recovery with gray coding

The conventional unwrapping method only recovers the relative phase for each pixel. It is sensitive to noise and cannot measure step heights greater than \(\pi\), which may introduce large measurement errors. Instead, recovering the absolute phase, \(\Phi(x,y)\), can avoid these errors and provide a more robust solution. Methods such as two- or multi-wavelength [19,20], optimal multifrequency [21], temporal phase-unwrapping [22], and gray-coding plus phase-shifting [23] methods can recover the absolute phase. This paper uses the gray-coding plus phase-shifting method to obtain the fringe order for absolute phase retrieval in order to maintain the merits of the binary defocusing technique where only binary patterns are needed. Specifically, a sequence of designed binary coding patterns uniquely defines the location of each \(\pm \pi\) phase jump to create a fringe order, \(k(x,y)\), so that the phase can be recovered pixel by pixel by referring to the binary coded patterns.

\[ \Phi(x,y) = \phi(x,y) + k(x,y) \times 2\pi. \]

2.3. Establishment of the relationship between absolute phase and depth

Previous research has shown that the absolute phase and the depth are monotonically related per camera pixel [4]. Therefore, geometrical models can describe the relationship between the absolute phase and the depth, and vice versa [24]. Then the calibration process is to retrieve the parameters in the models. However, due to the complexity of the real projection system, the models are always not very accurate with some assumptions, which would bring errors for the final calibration accuracy. Previous research found that this relationship of the absolute phase and the depth is non-linear and can be approximated with low-order polynomials [4,26]

\[ z(x,y) = \sum c_i(x,y) \cdot \Phi(x,y)^i. \]

Here \(c_i(x,y)\) are constants to be estimated by calibration.

Fig. 1 shows absolute phase and depth are related monotonically and nonlinearly, verifying that curve fitting calibration could accurately describe depth \(z\) coordinate information.

In our experiments, five different curve fitting cases were examined: linear interpolation, 2nd-, 3rd-, and 4th-order polynomials. The remaining experiments for this paper use the best performing fitting method. It is interesting to note that Zhang et al. proposed a calibration technique that uses linear interpolation to define the relationship between relative phase and depth.
Fig. 2 shows the calibration system setup. The projector projected fringe pattern onto a laser-printed red/blue checkerboard pattern attached to a nearly planar surface. The planar surface was attached to a precision TECHSPEC Metric long travel linear translation stage. The stage is 250 mm long with a traveling accuracy of ±0.05 mm. The flat object with red/blue checkerboard attached is mounted on top of the translation stage and manually moved along the z (depth) axis.

3.2. z coordinate calibration

The translation stage was moved toward the structured light system and data was captured in 5 mm increments from \( z_0 = 0 \) mm (farthest point from camera and projector) to \( z_{20} = 100 \) mm. 21 calibration planes were captured. Of the 21 planes, 11 and 6 evenly spaced planes in the \( z_0 - z_{20} \) range were used for curve fitting with different curve fitting methods (i.e., linear interpolation and polynomial fitting). Due to lens distortion and other factors, the absolute phase-depth curve for each pixel varies, so a curve was fit to each similar pixel on the calibration planes. With the remaining planes, the average fitting error per plane was calculated for each curve fitting method by subtracting the captured depth value from the experimental value determined through the curve fitting. The accuracy of \( z \) calibration was evaluated for four different curve fitting methods: linear interpolation, 2nd-, 3rd-, and 4th-order polynomials. The average depth calibration error was calculated when using evenly spaced calibration planes for curve fitting, but the amount of space between the calibration planes was changed. Fig. 3(a) shows calibration error for the four curve fitting methods when 11 interpolation planes were used. The planes were space 10 mm apart. Fig. 3(b) shows calibration error for the four curve fitting methods when 6 interpolation planes were used spaced 20 mm apart.

From the experimental results, linear interpolation, 3rd-, and 4th-order polynomials fit the absolute phase-depth relationship with reasonable accuracy; however, 3rd- and 4th order polynomials produce a slightly more accurate fitting method (a maximum absolute average depth error of 0.064 mm for 3rd-order polynomial compared with 0.098 mm obtained by linear interpolation).

As the number of calibration planes decreases, low-order polynomial curve fitting represents the \( z \) coordinate data significantly more accurately compared to linear interpolation. Fig. 3(b) shows the calibration depth errors when 6 interpolation planes were used. In this experiment, the maximum absolute average depth error for linear interpolation was 0.260 mm compared to 0.070 mm for 3rd-order polynomial. This is because the absolute phase-depth relationship is nonlinear, and if fewer calibration planes are used, the nonlinear effect is exaggerated and not well defined by linear interpolation.

For traditional sinusoidal fringe projection technique, it could be true that increasing the polynomial’s order generates less error, albeit requires more calibration planes. However, for our
binary defocusing technique, our experimental data showed that the error with 3rd-order polynomials already returns error close to that of the linear translation stage and using higher order polynomials will not lead to increased overall accuracy but will increase the depth z interpolation computation time and complexity. This finding was also experimentally verified by the prior study by Xu et al. [4]. Therefore, the remaining experiments curve fit using 3rd-order polynomials.

It should be noted that during the depth z calibration stage, the projected fringe patterns are monochromatic so that the red/blue checkers will not appear. The red/blue printed color contrast was previously calibrated based on the system setup to ensure that when the projector is projecting monochromatic images, the checkers disappear.

3.3. x and y coordinate calibration

After z calibration, x and y coordinates can be calibrated using the procedure explained in Section 2.4. The z₀ plane, located at 0 mm for z calibration, is manually adjusted in the algorithms to z₀ = 50 mm. This step is essential to unify the coordinate systems used in z calibration and x and y calibration. Then, the captured calibration plane at location z₀ used in z interpolation is set as the reference for Zhang’s optimization procedure [15]. It is important to notice that during this stage of calibration, the red/blue checkerboard was illuminated with red light so that the checkers will appear as regular checkerboard. 11 more images of the red/blue checkerboard calibration plane are captured at different orientations for calibrating the intrinsic and extrinsic parameters (see Fig. 4). The intrinsic and extrinsic parameters were optimized using the 12 captured images in an optimization algorithm.

To test the calibration accuracy, four pixels in the corners on the checkerboard were chosen, as shown in Fig. 5. The top left corner pixel and the bottom right pixel forms Diagonal 1 (line AD). The other two corner pixels form Diagonal 2 (line BC). From Eq. (7), (x, y, z) information of all the four corners can be obtained. Then the lengths of both diagonals can be calculated, as shown in Table 1.

From the results, the (x, y, z) coordinate measurement accuracy was fairly good: approximately 1.6% error. However, comparing with depth z accuracy, (x, y) calibration accuracy is much lower. Moreover, one might notice that the average values calculated from Eq. (7) are smaller than the measured values. This could be caused by the camera calibration error. The variation of Diagonal 2 is larger than Diagonal 1. This could result from the distortion of camera lens, which was not considered in our camera calibration algorithm. One should notice that the goal of this paper is to provide a more accurate calibration method for depth z; thus, z calibration was given higher priority. If one wants to increase (x, y) calibration as well, a better camera calibration approach could be adopted.

Fig. 3. Average depth error per plane using different curve fitting methods. (a) RMS error when 11 interpolation planes were used; (b) RMS error when 6 interpolation planes were used.

Fig. 4. Example of four images of plane used in camera calibration set at different angles.

Fig. 5. The measured diagonals.
3.4. 3D shape reconstruction

To further verify the depth calibration accuracy, we also did an experiment to measure a step height object as shown in Fig. 6. Fig. 6(a) shows the photo of the object, and the 3D reconstruction result is shown in Fig. 6(b). The step height is about 40.00 mm measured by a digital caliper, while the calibrated result is 40.29 mm. The relative error is about 0.7%.

Fig. 6. 3D shape measurement result of a step-height object. (a) Step-height object; (b) 3D result.

Table 1
Measurement accuracy verification for four corner points.

<table>
<thead>
<tr>
<th></th>
<th>Diagonal 1 (mm)</th>
<th>Diagonal 2 (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>134.51</td>
<td>134.52</td>
</tr>
<tr>
<td>2</td>
<td>134.16</td>
<td>135.93</td>
</tr>
<tr>
<td>3</td>
<td>134.08</td>
<td>136.43</td>
</tr>
<tr>
<td>4</td>
<td>134.80</td>
<td>133.36</td>
</tr>
<tr>
<td>5</td>
<td>135.33</td>
<td>132.86</td>
</tr>
<tr>
<td>6</td>
<td>136.33</td>
<td>132.55</td>
</tr>
<tr>
<td>7</td>
<td>135.94</td>
<td>137.90</td>
</tr>
<tr>
<td>8</td>
<td>135.39</td>
<td>137.28</td>
</tr>
<tr>
<td>9</td>
<td>135.26</td>
<td>136.59</td>
</tr>
<tr>
<td>10</td>
<td>134.05</td>
<td>132.22</td>
</tr>
<tr>
<td>11</td>
<td>134.00</td>
<td>133.06</td>
</tr>
<tr>
<td>12</td>
<td>134.33</td>
<td>135.93</td>
</tr>
<tr>
<td>Average</td>
<td>134.84</td>
<td>134.88</td>
</tr>
<tr>
<td>Variation</td>
<td>0.79</td>
<td>2.02</td>
</tr>
<tr>
<td>Measured*</td>
<td>137.01</td>
<td>137.18</td>
</tr>
</tbody>
</table>

* Values are obtained from a high-accuracy digital caliper.

Fig. 7 shows the 3D shape reconstruction of a sculpture. Fig. 7(a) shows one of the nine fringe patterns and Fig. 7(b) shows one of the coding patterns. Fig. 7(c) shows the extracted absolute phase map, and the recovered 3D result is shown in Fig. 7(d). Fig. 7 along with Fig. 6 demonstrate that the proposed calibration technique allows the 3D shape measurement system to accurately reconstruct 3D models with high resolution and accuracy.

4. Summary

We have presented a novel method for calibrating a structured light system using the binary defocusing technique. Our procedure curve fits z coordinate information between selected planes in a known range. x and y coordinates are then calibrated by an optimization procedure to find extrinsic and intrinsic camera parameters. With the proposed method, we have demonstrated that a 3D model be accurately reconstructed. Proper calibration of a structured light system using the defocusing technique may help to realize the advanced capabilities of defocusing technology over traditional sinusoidal fringe projection. This calibration method can also be adopted for traditional fringe projection techniques. It should be noted that badly defocused binary patterns will introduce significant phase errors that may couple and reduce measurement accuracy. For our experiments, we used binary patterns with a small pitch as well as nine-step phase shifting to reduce errors introduced by the high order harmonics.

Fig. 7. 3D shape measurement results of complex object. (a) One fringe pattern; (b) One coding pattern; (c) Absolute phase map; (b) 3D reconstruction results.
present in binary patterns. Future work may combine phase error compensation with the proposed calibration technique.
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