Products of positive forms, linear matrix inequalities, and Hilbert 17th problem for ternary forms
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Abstract

A form \( p \) on \( \mathbb{R}^n \) (homogeneous \( n \)-variate polynomial) is called positive semidefinite (p.s.d.) if it is nonnegative on \( \mathbb{R}^n \). In other words, the zero vector is a global minimizer of \( p \) in this case. The famous 17th conjecture of Hilbert [Bull. Amer. Math. Soc. (N.S.), 37 (4) (2000) 407] (later proven by Artin [The Collected Papers of Emil Artin, Addison-Wesley Publishing Co., Inc., Reading, MA, London, 1965]) is that a form \( p \) is p.s.d. if and only if it can be decomposed into a sum of squares of rational functions.

In this paper we give an algorithm to compute such a decomposition for ternary forms (\( n = 3 \)). This algorithm involves the solution of a series of systems of linear matrix inequalities (LMI's). In particular, for a given p.s.d. ternary form \( p \) of degree \( 2m \), we show that the abovementioned decomposition can be computed by solving at most \( m/4 \) systems of LMI's of dimensions polynomial in \( m \). The underlying methodology is largely inspired by the original proof of Hilbert, who had been able to prove his conjecture for the case of ternary forms.
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1. Introduction

The question of whether a given polynomial in nonnegative everywhere is ubiquitous in (applied) mathematics, and finds applications in stability analysis of dynamic systems (see e.g. [13]), global and combinatorial optimization (see e.g. [10,11]), etc.

The history of this problem dates back to a famous conjecture of David Hilbert, who posed the following question in his address to the first International Congress of Mathematicians in 1900 [9]: Can a given positive semidefinite (p.s.d.) \( n \)-ary form (homogeneous polynomial on \( n \) variables) \( p \) be represented as a finite sum of squares (s.o.s.) of rational functions, i.e.

\[
p = \sum_{j=1}^{N} \frac{q_j^2}{r_j}.
\]  

(1)
It later became known as the 17th Hilbert problem, and was affirmatively solved in full generality by Artin [1, pp. 273–288], albeit in a rather non-constructive way. Reznick [24] gives an excellent historical survey of developments since the problem was first posed in 1900 (see also [17,18]).

It was already established by Hilbert that the $r_j$’s in (1) cannot in general be constants. The following example that illustrates this fact is due to Motzkin [12, p.217] (see also [24]). The form

$$M(x,y,z) = z^6 + x^4y^2 + x^2y^4 - 3x^2y^2z^2$$  \hspace{1cm} (2)

is p.s.d., but not a s.o.s. of forms.

Hilbert himself was able to give a solution for the 17th problem in the case of ternary forms [8], that is, when the number $n$ of variables equals 3. In this paper we give an algorithm for computing the decomposition (1) for p.s.d. ternary forms. Our algorithm uses a key ingredient of Hilbert’s approach. Namely, the main ingredient in his approach, finding a p.s.d. form $p_1$ of degree $\deg p_1 = \deg p - 4 = 2m - 4$ such that

$$p = \frac{\sum_{j=1}^{N} q_j^2}{p_1},$$  \hspace{1cm} (3)

can be restated as a semidefinite feasibility problem, 3 at least when Hilbert’s extra condition $N = 3$ is replaced by a weaker one, $N < \infty$. Once such $p_1$ and the set of $q_j = q_{ij}$ is found, (3) can be applied to $p_1$ in place of $p = p_0$, and some $p_2$ in place of $p_1$. Repeating this sufficiently many times, say $k$, one arrives at the situation when $\deg p_k \leq 4$. It is known that a ternary p.s.d. form of degree at most 4 can be decomposed in a s.o.s. of forms, using the method that is known to algebraic geometers as Gram matrix method. It is then easy to construct a sum (1) from $p_1$ and $q_{ij}$. We will give details in the proof of Theorem 1.

For instance, for $p = M(x,y,z)$ in (2), $k = 1$ step suffices, and the following decomposition of $M$ as in (1), with $p_1 = x^2 + y^2 + z^2$, can be found (see [13]).

$$M(x,y,z) = \frac{p_1(x^2yz - yz^2)^2}{p_1^4} + \frac{p_1(4y^2z - xz^3)^2}{p_1^4}$$
$$+ \frac{p_1(x^2z^2 - z^4)^2}{p_1^4} + \frac{p_1(x^2y^3 - y^3z)^2}{p_1^4}$$
$$+ \frac{\sqrt{3}p_1(xy^3 + x^3y - 2x^2yz)^2}{4p_1^4}. \hspace{1cm} (4)$$

Specifically, we obtain the following.

**Theorem 1.** A p.s.d. ternary form $p$ of degree $2m$ can be decomposed as in (1) via solving a sequence of at most $m/4$ systems of linear matrix inequalities of dimensions polynomial in $m$. The degrees of the denominators in (1) will be bounded from above by $3m^2/2$.

We must mention that the complexity status of the semidefinite feasibility problem is not known, but it cannot be an NP-complete problem unless NP = co-NP (see [15,20,21]). Moreover, we will actually require a solution in the relative interior of the solution set of each of the sets of linear matrix inequalities. This does not influence the computational complexity of the procedure (see Section 2.1). In particular, we can state the following result.

**Corollary 1.** The complexity of computing the decomposition (1) in the real number model see [2] is in NP $\cap$ co-NP.

For further remarks concerning complexity, see Section 4.

**Remark 1.** The degree bound in Theorem 1 is the sharpest known, and optimal for $m \leq 4$. In fact, this is the only bound known to us on those degrees for forms with real roots, that is, p.s.d., but no positive definite. The bounds for the latter, such as [16,22,23] all involve the minimal value taken by the form on the unit sphere.

The main work in proving Theorem 1 lies in proving the following.

**Theorem 2.** For a p.s.d. ternary form $p$ of degree $2m$, a p.s.d. form $p_1$ of degree $2m - 4$ satisfying (3)
can be found by solving a system of LMI’s of dimensions polynomial in \( m \).

The existence of a decomposition (3) just mentioned was proved in \([8]\). Thus, one needs to demonstrate how to compute one using LMI’s. We defer this task to the following sections.

Let us show how to derive Theorem 1 from Theorem 2. Denote \( Q_i = \sum_{j=1}^{N_i} q_{ij}^2 \). We also abuse notation by assuming \( \prod_{j \in i} Q_j = 1 \) whenever \( i_0 > i_t \). Then repeated application of (3) gives

\[
\begin{align*}
p_0 &= p = \frac{Q_0}{p_1} - \frac{p_2 Q_0}{Q_1} = \frac{Q_0 Q_2}{p_3 Q_1} = \ldots \quad f = \prod_{i=0}^{k-1} Q_i, \\
&= f \frac{Q_i}{Q_{i+1}}, \quad (5)
\end{align*}
\]

where \( f = p_{2k}, s = 1 \) for \( m = 4k + 1 \) or \( 4k + 2 \), and \( f = 1/p_{2k-1}, s = 2 \) for \( m = 4k - 1 \) or \( 4k \).

Note that for odd \( m \) the degree of \( f \) (respectively, of \( 1/f \)) is two, while for even \( m \) the degree of \( f \) (respectively, of \( 1/f \)) is four. Such an \( f \) (respectively, \( 1/f \)) can always be decomposed as a s.o.s. of forms. This is well known for degree 2. For degree 4 it was first proved by Hilbert \([7]\), and an easy modern proof can be found in \([3]\).

Multiplying both the numerator and the denominator \( D \) (it will include \( f \) when \( m = 4k - 1 \) or \( 4k \)) in (5) by \( D \) presents \( p \) as a sum of squares of rational functions with the same denominator \( D \).

This allows one to compute the degree of \( D^2 \) in (5), using the fact that \( \deg Q_i = 4m - 8i - 4 \). Namely, one gets

\[
\begin{array}{l|l}
m & \deg D^2 \\
\hline
4k - 1 & 16k^2 - 16k + 4 \\
4k & 16k^2 - 8k \\
4k + 1 & 16k^2 \\
4k + 2 & 16k^2 + 8k
\end{array}
\]

This completes the proof of Theorem 1.

2. Preliminaries

2.1. Linear matrix inequalities

The notation we use here is fairly standard and taken largely from \([15,25]\).

Denote the space of symmetric \( k \times k \) matrices by \( \mathcal{S}_k \). A matrix \( A \in \mathcal{S}_k \) is p.s.d. is the associated quadratic form \( x^T A x \) is p.s.d., that is, \( x^T A x \geq 0 \) for all \( x \in \mathbb{R}^k \). Write \( A \preceq 0 \) if \( A \) is p.s.d., and \( A \succeq 0 \) if \( A - B \succeq 0 \). The elements of the standard basis of \( \mathbb{R}^k \) are denoted \( e_i \), for \( 1 \leq i \leq k \). For a vector \( v \), we denote by \( \text{diag}(v) \) the diagonal matrix with the entries specified by \( v \), and for a square matrix \( A \) we denote by \( \text{Diag}(A) \) the vector of diagonal entries of \( A \). For a subset \( \mathcal{U} \subseteq \mathbb{R}^k \), we denote \( \mathcal{U}_+ = \{ x \in \mathcal{U} \mid x \succeq 0 \} \).

In what follows we are concerned with certain convex subsets \( \mathcal{F} \) of the cone of the p.s.d. matrices \( \{ A \in \mathcal{S}_k \mid A \succeq 0 \} \). We need the definition of the relative interior \( \text{ri}(\mathcal{F}) \) of \( \mathcal{F} \). Namely, \( \text{ri}(\mathcal{F}) \) consists of \( A \in \mathcal{F} \) such that for any \( B \in \mathcal{F} \) there exists \( \epsilon > 0 \) satisfying \( (\epsilon + 1)A - \epsilon B \in \mathcal{F} \).

Then, \( \text{Tr}(A) = \sum A_{ii} \) denotes the trace of \( A \). Equip \( \mathcal{S}_k \) with the inner product \( \langle A, B \rangle = \text{Tr}(AB) \). A linear matrix inequality (LMI, for short) on \( \mathcal{S}_k \) is specified by a \( K \)-tuple of matrices \( (A_1, \ldots, A_K) \), where \( A_i \in \mathcal{S}_k \), and \( c \in \mathbb{R}^K \), as follows:

\[
\langle A_i, X \rangle = c_i \quad \text{for } 1 \leq i \leq K,
\]

\[
X \succeq 0.
\]

We say that the LMI (6) and (7) is feasible if there exists \( X \in \mathcal{F} \) satisfying (6) and (7), and we denote the set of such \( X \) by \( \mathcal{F}(A_1, \ldots, A_K, c) \). The numbers \( k \) and \( K \) are called the dimensions of the LMI here.

In fact, the feasible set of a system of LMI’s is sometimes called a spectrahedron which is a generalization of the concept of a polytope. Just as for linear programming, that is, linear optimization on polytopes, there is rich theory and practice of solving linear optimization problems on spectrahedra, known as semidefinite programming (see e.g. \([26]\)). In particular, the semidefinite feasibility problem can be solved by interior point methods (see e.g. \([5,6]\)). This can be done by embedding (6) and (7) into a larger semidefinite problem that is strictly feasible (has positive definite feasible solutions) and is its own dual problem (i.e. is self-dual). Thus the so-called central path of the embedding problem exists, and interior point methods ‘follow’ the central path approximately to reach the optimal set of the embedding problem.
An optimal solution of the embedding problem tells us whether (6) and (7) has a solution or not. Moreover, if \( \mathcal{F}(A_1, \ldots, A_K, c) \neq \emptyset \), the limit point of the central path of the embedding problem yields a solution in the relative interior of \( \mathcal{F}(A_1, \ldots, A_K, c) \). The only difficulty is that the limit point of the central path can only be approximated to within \( \varepsilon \)-accuracy in time polynomial in \( k, K \) and \( \log(1/\varepsilon) \) for each \( \varepsilon > 0 \), and it is not known if it can be computed exactly (in the real number model); for a detailed discussion of these issues, see [5,6].

For future reference, we summarize the above as follows.

**Lemma 1.** There is an iterative algorithm that either produces iterates that converge to an \( X \in \mathfrak{X}(\mathcal{F}) \), where \( \mathcal{F} = \mathcal{F}(A_1, \ldots, A_K, c) \), or certifies that \( \mathcal{F} = \emptyset \).

The iterative interior point algorithm would be the practical way to find an \( \varepsilon \)-approximation of a relative interior solution in \( \mathcal{F} \), but for theoretical purposes this is not satisfactory, since an exact relative interior solution will be required. One can avoid the restriction to an iterative algorithm by following a two-step procedure:

1. We first regularize the set \( \mathcal{F} \) so that we obtain a new set of LMI’s that has a positive definite solution if and only if \( \mathcal{F} \) had a nontrivial solution (see [14]).

2. Now we can apply an algorithm due to Ramana [19] that decides whether the new set of LMI’s has a positive definite solution, and if so, computes it.

We shall need a slight extension of (6) and (7), where \( c \) is not fixed, but rather given by an affine linear map \( C \) from \( \mathbb{R}^{m} \times \mathbb{R}^{m} \) to \( \mathbb{R}^{K} \), so that

\[
c_i = d_i + C_i^T y + C_i^T y', \quad y \in \mathbb{R}_+^{m}, \quad y' \in \mathbb{R}_+^{m}, \quad d_i \in \mathbb{R}.
\]

(8)

First of all, there is no loss in generality in assuming \( L' = 0 \), as any \( y' \) in (8) can be written as \( y' = y^+ - y^- \), with \( y^+ \geq 0 \) and \( y^- \geq 0 \), and adjusting \( C_i \) accordingly (there are other ways of dealing with \( y' \) that require less extra dimensions added). Now we have to consider just

\[
c_i = d_i + C_i^T y, \quad y \in \mathbb{R}_+^{m}, \quad d_i \in \mathbb{R}.
\]

(9)

It is well-known that this problem can be converted into (6) and (7) by adding \( L \) diagonal \( 1 \times 1 \) blocks to \( X \). Namely, one replaces \( X \) by \( X \oplus \text{diag}(y_1, \ldots, y_L), c_i \) by \( d_i \) and \( A_i \) by \( A_i \oplus \text{diag}(-C_i) \), where \( \oplus \) is the operation that constructs the matrix

\[
A \oplus B = \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix}
\]

from matrices \( A \) and \( B \), and constraints ensuring that the extra off-diagonal entries of \( X \) are 0.

### 2.2. Forms

We introduce the following standard notation for writing multivariate polynomials. We write \( x^d = x_1^{d_1} x_2^{d_2} \cdots x_n^{d_n} \). The vector space of \( n \)-ary \( f \) forms of degree \( d \) is denoted \( H_d(\mathbb{R}^n) \). In what follows we restrict ourselves to polynomials with coefficients in \( \mathbb{R} \) and write \( H_d(n) \) instead of \( H_d(\mathbb{R}^n) \).

An \( f \in H_d(n) \) can be written as

\[
f(x) = \sum_{|a|_1 = d, a \in \mathbb{Z}^n_+} a_x x^a,
\]

with \( a = (a_{11} \cdots a_{nm}) \in \mathbb{R}^N \) being the \( N \)-tuple of coefficients of \( f \). Note that \( N = \binom{n+d-1}{n-1} \). The Newton polytope of \( f \) is the convex closure \( \mathcal{C}(f) = \text{Conv}(a_1, \ldots, a_N) \).

Further, one easily checks that for \( f = \sum a_{x_k} x^k \in H_d(n) \) and \( g = \sum b_{x_k} x^k \in H_d(n) \), the product as given as follows:

\[
fg = \sum_{\gamma \in \mathbb{Z}^n_+} \left( \sum_{\gamma=\alpha+\beta} a_{\alpha} b_{\beta} \right) x^\gamma.
\]

That is, coefficients \( c_{\gamma} \) of \( fg \) are as follows:

\[
c_{\gamma} = \sum_{\gamma=\alpha+\beta, ||\alpha||_1 = d, ||\beta||_1 = d'} a_{\alpha} b_{\beta}.
\]

(12)

By definition, a form \( f \in H_d(n) \) is p.s.d. if \( f(x) \geq 0 \) for all \( x \in \mathbb{R}^n \). Note that \( d = 2m \) is necessarily even here, unless \( f = 0 \). Then, \( f \) is s.o.s. of forms (we will simply write s.o.s. in what follows) if
\[ f = \sum_{j=1}^{M} h_j^2, \quad \text{for } h_j \in H_m(n), \quad M < \infty. \quad (13) \]

If \( f \) is s.o.s. then \( f \) is p.s.d., but the converse only holds for \( (n,m) = (2,m) \), \((n,m) = (n,1)\) and \((n,m) = (3,2)\). Let \( h_j = \sum_{\beta} u_{\beta}^{(j)} x^\beta \) for \( h_j \) in (13), and let
\[
U_{\beta} = \left( u_{\beta}^{(1)}, \ldots, u_{\beta}^{(M)} \right)^T \in \mathbb{R}^M. \quad (14)
\]

Then
\[
f = \sum_{j=1}^{M} \left( \sum_{\beta} u_{\beta}^{(j)} x^\beta \right) \left( \sum_{\beta} u_{\beta}^{(j)} x^\beta \right) = \sum_{\beta, \beta'} (U_{\beta}^T U_{\beta'}) x^{\beta + \beta'}. \quad (15)
\]

Eq. (16) shows \( U \) and the corresponding monomials involved in the decomposition (4) for \( f = M(x,y,z)(x^2 + y^2 + z^2) \), where \( M \) is defined in (2).
\[
U = \begin{pmatrix}
0 & 0 & -1 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -2 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 \\
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
\end{pmatrix}
\]

\[
C(h_j) \cap \mathbb{Z}^3 = \left\{ (0,0,4), (1,0,3), (1,1,2), (1,2,1), (1,3,0), (2,1,1), (2,2,0), (3,1,0) \right\}. \quad (16)
\]

Comparing coefficients \( a_z \) of \( f \) at both sides of (15), one gets
\[
a_z = \sum_{\beta + \beta' = z} U_{\beta}^T U_{\beta'}. \quad (17)
\]

This observation reduces testing whether \( f \) is s.o.s. to checking feasibility of the LMI, where \( G = UU^T \),
\[
a_z = \sum_{\beta + \beta' = z} G_{\beta \beta'} \quad \text{for } z \in \mathbb{Z}^n_+, \quad ||z||_1 = d,
\]
\( G \succeq 0. \)

This is called Gram matrix method in [4,24]. In particular, one sees that, \( M \leq \dim H_m(n) = \begin{pmatrix} n+m-1 \\ n-1 \end{pmatrix} \) in (13), as \( G \in H_m(n) \). Obviously, \( M \) equals the rank of \( G \) obtained from (17).

Further refinements to this can be found, for instance in [24], E.g., as the Newton polytopes \( C(h_j) \) of the forms \( h_j \) from (13) must be contained in \( \frac{1}{2} C(f) \), not all the monomials from \( H_m(n) \) are allowed in \( h_j \)'s. For instance, for \( f = M(x,y,z)(x^2 + y^2 + z^2) \) only the 9 monomials on the right-hand side of (16) are allowed, and \( G \in H_m(n) \) with \( m' < m \).

3. LMI{s} and products of forms

As we already mentioned, a p.s.d. \( f \) need not be a s.o.s. One can try to find \( g = \sum_{\beta} b_{\beta} x^\beta \in H_m(n) \), for \( m' < m \), such that the product \( fg \) is a s.o.s., and \( f = (\sum h_j^2)/g \). The former is easy to accomplish by plugging (12) into (17).
\[
\sum_{\alpha + \beta = \gamma} a_{\alpha} b_{\beta} = \sum_{\beta + \beta' = \gamma} G_{\beta \beta'} \quad \text{for } \gamma \in \mathbb{Z}^n_+,
\]
\[
\|\gamma\|_1 = 2(m + m'), \quad (18)
\]
\( G \succeq 0. \quad (19) \)

Obviously, this is an LMI of the form (6)–(8). Not always a solution \( (g, G) \) of (18) and (19) would satisfy the second requirement that \( f = (\sum h_j^2)/g \). Indeed, \( (0, G) \) is always a trivial solution of (18) and (19). More precisely, to satisfy \( f = (\sum h_j^2)/g \), one needs to ensure that the set of real roots \( \nu(g) \) of \( g \) is contained in \( \nu(f) \). However, noting that the solutions \( (g, G) \) to (18) and (19) form a convex set, and observing that all \( g \) appearing in solutions
(g, G) are p.s.d., one sees that $V_R((g + g')/2) = V_R(g) \cap V_R(g')$. That means that a "generic" solution (g, G) has $V_R(g)$ as small as possible. This is made precise in Lemma 3.

Finally, we should make sure that g obtained from (18) and (19) is p.s.d. This will always be the case as long as f and fg are not identically 0 and p.s.d. Indeed, assume $g(x^*) = g_0 < 0$ for some $x^*$. Then $f(x^*) = 0$. Applying a nondegenerate linear transformation, one can assume that $x^* = e_1$. This means that g has a term $x^\deg g$ with negative coefficient, and thus for any x there exists $\mu_0 > 0$ such that $g(y) < 0$ for $y = x - (\mu - x_1)e_1$ and any $\mu \geq \mu_0$. Hence f vanishes on every such y, clearly a nonsense. To summarize, we have proved the following.

**Lemma 2.** Let (g, G) be a solution of (18) and (19) for a p.s.d. form $f = \sum a_i x^i \in H_d(n)$. Then g is p.s.d. If $g$ satisfies $V_R(g) \subseteq V_R(f)$ then $f = \langle \sum h_j^2 \rangle/g$, with the coefficients $u^{(j)}$ of $h_j$ obtained from $G = UU^T$ using (14).

If $g$ corresponds to a solution $(g^*, G^*)$ in the relative interior of the feasible set of (18) and (19), then $V_R(g^*) \subseteq V_R(g)$ for any solution $(g, G)$ of (18) and (19). (Recall that the iterates of a suitable interior point algorithm converge to a solution in the relative interior.)

**Lemma 3.** Let $\mathcal{F}$ be the feasibility set of (18) and (19) and let $(g, G) \in \mathfrak{r}(\mathcal{F})$ and $(g^*, G^*) \in \mathcal{F}$. Then $V_R(g) \subseteq V_R(g^*)$. Furthermore, if $(g^*, G^*) \in \mathfrak{r}(\mathcal{F})$ then $V_R(g) = V_R(g^*)$.

**Proof.** By the definition of the relative interior, there exists an $\epsilon \in (0, 1)$ and a pair $(g^*, G^*) \in \mathcal{F}$ such that $(g, G) = \epsilon (g^*, G^*) + (1 - \epsilon) (g^*, G^*) \in \mathcal{F}$. It follows that $V_R(g) = V_R(g^*) \cap V_R(g^*)$, and, in particular, $V_R(g) \subseteq V_R(g^*)$.

The second part of the lemma follows from the first part. \hfill \Box

To complete the proof of Theorem 2, we use the following result of Hilbert.

**Theorem 3** (Hilbert [8], cf. [24]). Let $p \in H_{2m}(3)$ be p.s.d., $m \geq 3$. Then there exists $p_i \in H_{2m-4}(3)$ such that $p = \langle \sum_{j=1}^N h_j^2 \rangle/p_i$ for $N = 3$ and some $h_j \in H_{2m-2}(3)$, $j = 1, 2, 3$.

We will not use the $N = 3$ part of Hilbert's result. As observed above, without assuming $N = 3$, the corresponding $p_i$ and $h_j$ can be computed using an interior point method for SDP on the system of LMIs (18) and (19). This completes the proof of Theorem 2.

To summarize, we state our algorithm concisely (Algorithm 1).

**Algorithm 1.** Computing s.o.s. of rational functions decomposition of $p$

INPUT: a ternary form $p$

$i := 1$; $p_1 := p$

while $\deg p_i > 4$ do

compute $g$ of degree $\deg p_i - 4$ such that $p_ig$ is s.o.s. and $V_R(g)$ is minimal finding a relatively interior solution of the LMIs (18) and (19).

if $g = 0$ then

STOP—$p$ is not p.s.d.

end if

$p_{i+1} := g$; $Q_i := p_1 p_i$.

$i \leftarrow i + 1$

end while

compute $f := (\text{resp. } 1/f :=)$ s.o.s. ($p_i$).

OUTPUT: $p$ given by (5).

4. Discussion

The main result of the paper gives an algorithm to find a decomposition of a p.s.d. ternary form of degree $2m$ into a s.o.s. of rational functions with degrees of denominators bounded from above by $O(m^2)$. For a given p.s.d. ternary form $p$ of degree $2m$, the algorithm requires the solution of at most $m/4$ systems of LMIs of dimensions polynomial in $m$.

The $O(m^2)$ bound for the degrees of the denominators appears to be close to being the best possible.

The number of terms in (1) is however far from optimal, for Hilbert [8] has shown that $N = 4$ terms suffice. The obstacle here lies probably in
(18) and (19), as the number of terms in the intermediate s.o.s. obtained equals the rank of $G$; if $p(x) > 0$ for all $x \in \mathbb{R}^3$ then $G$ can be of full rank. Reducing the number of terms in the decomposition remains a topic for future research.

Another intriguing question is, when for a given $n$-ary p.s.d. form $p$, there exists a form $p_1$, deg $p_1 < $ deg $p$, such that $p$ admits a decomposition as in (3). This cannot be the case for all $n$, unless P = NP.

A last remark concerns the complexity of our algorithm. A practical (polynomial-time) implementation of the algorithm would use $\epsilon$-approximations of a relatively interior solution of the system of LMI's (18) and (19), instead of an exact solution in the relative interior. Such a polynomial-time implementation can probably still detect nonnegativity of positive definite ternary forms (i.e. ternary forms positive on the unit sphere in $\mathbb{R}^3$). In this case one would choose $\epsilon$ as a function of the minimum value of the form on the unit sphere. It is of practical interest to prove rigorous results along these lines.

References


