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Abstract

Gang scheduling is considered to be a highly effective task scheduling policy for distributed systems. In this paper, we present a migration scheme which reduces the fragmentation in the schedule caused by gang scheduled jobs which cannot start. Furthermore, the existence of high priority jobs in the workload is addressed by the proposed strategy. High priority jobs need to be started immediately, which can in turn lead to the interruption of a parallel job’s execution. A distributed system consisting of two homogeneous clusters is simulated to evaluate the performance. Our simulation results indicate that the proposed strategy can result in a performance boost.

1. Introduction

Distributed systems consisting of multiple clusters have emerged as a solution to the increasing demand in computing resources. The scheduling strategy that might be used in such a system is of great significance since the performance achieved is proportional to the algorithm’s effectiveness.

In a distributed system the scheduling algorithm is responsible for allocating processors to the existing jobs. Particularly in the case of parallel jobs which consist of frequently communicating tasks, a scheduling algorithm which allows the tasks to execute concurrently would be suitable. Gang scheduling is an effective approach of scheduling such jobs. Gang scheduling relies on time-space sharing. The main concept of this technique is to group the tasks of a parallel job, thus formulating a gang, and execute them simultaneously on different processors. In this way, we eliminate the risk of waiting on a task which is currently not running on any processor. It is obvious from the above that the number of tasks in a gang cannot exceed the number of available processors.

In order to avoid fragmentation, the tasks of a parallel job could be dynamically migrated hence delivering the desired flexibility of adjusting the schedule. Although migration enables dynamic load distribution ([3], [12], [13], [16], [17]), it has not achieved widespread use due to its complex nature. In a multi-cluster environment the use of migration for load balancing purposes is more obvious, since the current workload of each cluster might differ in time.

Another major issue regarding distributed systems is the workload composition. There is a great impact on system performance when high priority jobs exist in the workload. It might be necessary for a high priority job to interrupt a parallel job’s execution in order to satisfy its immediate requirements. In this way, the processing of a gang is delayed so as to maintain a certain Quality-of-Service (QoS) level in favor of a high priority job.

Gang scheduling is the case of scheduling parallel jobs where their tasks need to very frequently communicate with each other. Therefore, any method that involves context switching between different tasks can cause high overhead due to the fact that the current network traffic between tasks of the same gang should be saved and restored at a later time. Furthermore, some messages that should be received by a process before being switched may be received by another process after being switched. Considering this, it is impractical to migrate or preempt a running task which belongs to a gang. Especially in the event of a high priority job arrival, preempting instead of interrupting a gang will stall the execution of the high priority job. However, in this paper migration involves the movement of a task from a local queue to the head of another queue, rather than the movement of a running application. In this way, high overheads that may in other case occur are avoided.
There are a great many studies on gang scheduling policies ([4], [6-11], [18]). Karatza in [11] studies the performance of the Adapted First Come First Served (AFCFS) and the Largest Job First Served gang scheduling policies in the presence of critical sporadic non-parallel jobs. In [18] a combination of gang scheduling and migration is examined. However, those gang scheduling policies previously studied do not consider implementing both high priority jobs in the workload and migrations at the same time. They all differ in the way the resources are shared and a multi-cluster environment is not always considered.

In this paper, a simulation model consisting of two homogeneous clusters is considered. The workload consists of parallel jobs (gangs) and high priority non-parallel jobs which can overtake gangs. We compare the performance of the AFCFS algorithm with a modified version which implements migrations under various workloads. Furthermore, we make use of reservation and aging techniques in order to regulate the number of migrations occurring and avoid excessive overhead.

The structure of this paper is as follows. Section 2 gives a description of the system and the workload models. Section 3 describes the scheduling policies and Section 4 presents the metrics used to assess the performance and analyzes the simulation results. Finally, Section 5 provides some concluding remarks and suggestions for future research.

2. System and workload models

A simulation model is used, instead of measurements of real systems, in order to evaluate the system’s performance. Simulation models enable us to study desired algorithms in detail. The suggested scheduling strategy can be implemented in a real system. Workload traces within a grid would also be useful for the performance evaluation. However, such traces currently do not exist. Therefore, workload models are commonly used to evaluate an algorithm’s performance [5].

The simulation model consists of two clusters. Each cluster is a homogeneous distributed system consisting of $P=16$ processors, each serving its own queue (Figure 1). We assume that the processors in each cluster are interconnected via a high speed local area network. The clusters are connected to each other via a wide area network.

In this paper we assume that the communication between the processors is contention-free. Thus, we consider that the communication latencies are included implicitly in the gangs’ execution time. However, overheads, which occur when migration schemes are applied, are considered.

The service time of a job is exponentially distributed with mean of $1/\mu$. The workload consists of parallel jobs (gangs) and non-parallel high priority jobs.

Gangs require a number of processors equal to its number of tasks for their execution. The number of job tasks is uniformly distributed in the range of $[1..P]$. Thus, the mean number of tasks per gang is equal to $(1+P)/2$. The mean inter-arrival time of gangs is exponentially distributed with a mean of $1/\lambda_1$.

![Figure 1. The queuing network model](image)

In this study we consider high priority jobs which consist of a single task. These jobs need to start their execution immediately after their arrival. As a result of this, an occupied processor by a task previously arrived, might have to be interrupted in order to execute a high priority task. If a task is interrupted, all the progress made is lost and all the work must be redone. Furthermore, since a high priority job cannot be interrupted, that leaves us only with the choice of a task belonging to a gang. This means that every sibling task of the associated gang has to stop its progress and be rescheduled. The mean inter-arrival time of high priority jobs is exponentially distributed with a mean of $1/\lambda_2$.

Although the suggested set up could be considered as only a part of a larger grid, any remark made in this study can be useful and applied on a larger scale grid.
3. Scheduling strategy

3.1. Job routing

The first thing that occurs when a job arrives at the distributed system is to be dispatched to one of the available clusters. This is accomplished by a grid dispatcher. The grid dispatcher that we employ in our system assigns jobs to the clusters in a uniformly distributed manner. The probability that the job is assigned to one of the clusters is equal. That is 50% probability in a system consisting of two clusters. In this way, any overhead which could result from the implementation of a cluster information feedback algorithm is avoided. Therefore, a probabilistic algorithm is considered suitable for this purpose.

After a parallel job has been send to a cluster, the local dispatcher assigns its tasks to the available queues. The tasks are distributed to the queues based on the “Join the Shortest Queue” (JSQ) policy. Sibling tasks (task which belong to the same gang) cannot be assigned to the same queue, since in gang scheduling there is a one-to-one mapping between tasks and processors.

When a high priority job arrives at a cluster, it is routed based on the “Join the Shortest Queue” policy. The shortest queue of the cluster is selected for the job to join it, provided that there is not already another high priority job occupying the aforementioned processor. In this study, \( \lambda_2 \) values are quite small (\( \lambda_2 = 1/5, 1/10 \)) compared to the total number of available processors in the system (32 processors, where each processor can serve on average 1 high priority job per time unit). Therefore, this system can on average serve 32 high priority jobs per time unit. Therefore, by using these small \( \lambda_2 \) values we do not encounter any situations where a high priority job can find all processors busy serving high priority jobs. However, even a small arrival rate \( \lambda_2 \) of high priority jobs can have a serious impact on the performance of gangs. This is because when a high priority job arrives at a processor which serves a gang task, then not only the running task but also all the sibling tasks of the associated gang will be interrupted. Moreover, it is not certain whether the remaining processors which were forced to stop the gang execution are going to be scheduled immediately for another gang execution. This is because either no gang that matches the scheduling criteria may be found or the interrupted gang had previously migrated resulting in reservation of its assigned processors (as explained in section 3.3).

3.2. Gang scheduling

The Adapted-First-Come-First-Served (AFCFS) algorithm is applied to each cluster separately. According to this method, a job is scheduled whenever processors assigned to its tasks are available. When a job whose tasks are waiting in front of the queues cannot start its execution, AFCFS policy schedules other jobs whose tasks are behind the tasks of the aforementioned job.

AFCFS tends to favor jobs which consist of a small number of tasks and therefore require a smaller number of processors. However, this practice results in an increase of the large jobs’ response time.

If the processing of a gang, which was scheduled using the AFCFS method, is interrupted by a high priority job, then all its tasks are rescheduled for execution at the head of their associated queues. Furthermore, any progress made for the specific gang is lost and must be redone.

3.3. Migration

A common problem that occurs when using gang scheduling is that there is a number of processors which remain idle even though there are tasks in their queues. This is due to the fact that the execution of a gang does not start unless all of its tasks can start their execution simultaneously. Therefore, the main reason for the delay of gang execution is that one or more of its tasks are waiting in queues which belong to busy or reserved processors. Implementing migrations is a way to avoid this kind of fragmentation. Migration involves the transferring of a task from one remote queue to the head of a local queue. Although migration seems to be an ideal solution to the fragmentation issue, it should be exercised with caution since migration causes an overhead. The irrational use of migration could lead to higher response time and other undesirable results.

In our simulation model, we examine the impact of migrating tasks both locally and through the grid. A local migration is considered to be the transferring of a task from one processor queue to another queue which belongs to the same cluster. A grid migration is more complicate because it involves the transferring of one task from one cluster to another. A major difference between local and grid migration is the higher overhead of the latter.

The local migration algorithm works as follows. Although there are available processors in a cluster, the AFCFS algorithm might fail to schedule a gang due to the fact that there is not a one-to-one mapping between its tasks and processors. Whenever this kind of
If any available processors still remain, we examine which gangs have a task waiting on the head of their queue. Provided that there are enough available processors in the other cluster, we select the gangs which require the smallest number of migrations to start their execution. During a task migration, the target node is reserved in order to prevent other tasks from seizing it. By reserving the target processor we ensure that after the migration has finished, the gang will have an available processor for all of its tasks and its execution will start immediately. The only possible cause that might hinder its execution is the arrival of a high priority job.

In the event of a high priority job arriving at a queue, the parallel job that is occupying the corresponding processor is interrupted in order to give its place to the high priority job. Unlike the gangs scheduled using the AFCFS algorithm, any parallel jobs with migrated tasks interrupted by a high priority job are reserved. This means that the processors previously occupied by the gang are only allowed to serve high priority jobs. In this way, when there are no any high priority jobs occupying the necessary processors, the reserved gang is brought back to execution immediately without having to wait other gangs to finish their execution first. Consequently, parallel jobs are allowed to migrate only once in their makespan. The reservations method saves the system from excessive network traffic due to migrations, does not let the parallel jobs to starve and keeps the response time of the migrated gangs low. Furthermore, the reservations technique allows the gangs which have migrated tasks in a remote cluster to restart their execution after being interrupted. Otherwise, those gangs would not be able to restart their processing, because AFCFS algorithm is not suitable to schedule parallel jobs which have tasks in more than one cluster.

We also make use of aging, in order to regulate the number of migrations which occur in the system. A queue is not available for other tasks to migrate when there are tasks in the queue which have already granted priority three times in the past. In this way, the starvation of the tasks belonging to this queue is prevented.

The scheduling hierarchy that is implied should be noted. The main scheduling algorithm is the AFCFS. Then the local migrations method attempts to schedule the gangs which are not possible to be scheduled using the AFCFS algorithm. Eventually, grid migrations are used in an attempt to utilize more resources by scheduling a few more gangs. The underlying reason of this hierarchy is the overhead that is imposed by each of these steps. Unlike migration techniques, AFCFS does not cause any additional overhead. For this reason it is desirable to schedule most of the jobs using the AFCFS algorithm. The grid migration overhead is significantly higher than that of local migrations. That is why local migrations precede of the grid migrations.

4. Performance evaluation

4.1. Performance metrics

In order to evaluate the system’s performance we employ the following metrics.

**Response time** $r_j$ of a parallel job $j$ is the time interval from the arrival of the job to the grid dispatcher to the service completion of this job. Note that since the grid dispatcher does not use a queue to route the jobs, we consider that there is no waiting on the grid dispatcher.

**Slowdown** $s_j$ of a gang $j$ is the response time of this job divided by the job’s service time. This metric is used to measure the delay of a job against its actual runtime. If $e_j$ is the execution time of the job $j$, then the slowdown is defined as follows:

$$s_j = \frac{r_j}{e_j}$$

Let $m$ be the number of the total processed parallel jobs. The following metrics used for performance are defined as follows ([11], [15]):

- The average response time $RT$:

$$RT = \frac{1}{m} \times \sum_{j=1}^{m} r_j$$

- The average slowdown $SLD$:

$$SLD = \frac{1}{m} \times \sum_{j=1}^{m} s_j$$

Additionally, the response time and the slowdown of each job are weighted [15] with its size. In this way, it is avoided that jobs with the same execution time, but
Table 1. Notations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>number of processors in a cluster</td>
</tr>
<tr>
<td>$\mu_1$</td>
<td>mean service rate of gangs</td>
</tr>
<tr>
<td>$1/\mu_1$</td>
<td>mean service demand of gangs</td>
</tr>
<tr>
<td>$\mu_2$</td>
<td>mean service rate of high priority jobs</td>
</tr>
<tr>
<td>$1/\mu_2$</td>
<td>mean service demand of high priority jobs</td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td>mean arrival rate of gangs</td>
</tr>
<tr>
<td>$\lambda_2$</td>
<td>mean arrival rate of high priority jobs</td>
</tr>
<tr>
<td>$U$</td>
<td>average processor utilization</td>
</tr>
<tr>
<td>$RT$</td>
<td>average response time of gangs</td>
</tr>
<tr>
<td>$D_{RT}$</td>
<td>Relative (%) decrease in $RT$ when migrations are implemented</td>
</tr>
<tr>
<td>$WRT$</td>
<td>Average weighted response time</td>
</tr>
<tr>
<td>$D_{WRT}$</td>
<td>Relative (%) decrease in $WRT$ when migrations are implemented</td>
</tr>
<tr>
<td>$SLD$</td>
<td>Average slowdown</td>
</tr>
<tr>
<td>$D_{SLD}$</td>
<td>Relative (%) decrease in $SLD$ when migrations are implemented</td>
</tr>
<tr>
<td>$WSLD$</td>
<td>Average weighted slowdown</td>
</tr>
<tr>
<td>$D_{WSLD}$</td>
<td>Relative (%) decrease in $WSLD$ when migrations are implemented</td>
</tr>
<tr>
<td>$k$</td>
<td>Maximum number of times that a task can be bypassed by other tasks which migrate to the same queue</td>
</tr>
</tbody>
</table>

with different number of parallel tasks, have the same impact on the overall performance. Let $p(x)$ represent the number of processors required by job $x$. The following weighted metrics are used:

- The average weighted response time $WRT$:

$$WRT = \frac{\sum_{j=1}^{m} p(x_j) \times r_j}{\sum_{j=1}^{m} p(x_j)}$$

- The average slowdown $SLD$:

$$SLD = \frac{\sum_{j=1}^{m} p(x_j) \times s_j}{\sum_{j=1}^{m} p(x_j)}$$

Table 1 sums up the parameters used in simulation computations.

4.2. Input parameters

The aforementioned queuing network model is implemented with discrete event simulation [1] using the independent replications method. Each result presented is the average value that is derived from 10 simulation experiments with different seeds of random numbers. Each simulation run is terminated upon the successful completion of 64000 gangs. We considered this simulation length long enough to derive results as we found by experimentation that longer runs did not affect the performance results significantly. The use of sufficiently long simulation runs is one of the ways that the effect of initial bias on simulation output can be reduced [2].

A parallel job requires 8.5 processors on average ($\frac{P+1}{2}$). There is a total of 32 processors in the system considering that there are two clusters which consist of $P = 16$ processors. The mean service demand of jobs is:

$$\frac{1}{\mu_1} = \frac{1}{\mu_2} = 1.$$

This means an average of $32/8.5 = 3.7647$ parallel jobs can be served each unit of time, assuming there are no high priority jobs and all processor are busy. So, a $\lambda_1 < 3.7647$ should be chosen. Arrivals of high priority jobs do appear nevertheless. That said, the available number of processors to gang service becomes $[32 - (\lambda_2/\mu_2)]$. Thus, $\lambda_1$ should satisfy the following condition in order to maintain the system stability:

$$\lambda_1 < \frac{32 - (\lambda_2/\mu_2)}{8.5}$$

We examine the impact of migrations in the system using the following gang arrival rates $\lambda_i$:

$$\lambda_i = 2.4, 2.45, 2.5, 2.55, 2.6.$$

Furthermore, we study the following two cases of high priority jobs mean inter-arrival time:
The overhead for a migration between nodes which belong to the same cluster is set to 0.05 time units, whereas a migration to a node of a remote cluster is set to an overhead of 0.1 time units. Note that the grid migration overhead is set really high, but even with an overhead of this size the results reveal the beneficial role of migrations in the described system. This also compensates for any additional communication overhead occurring between sibling tasks that are positioned in separate clusters.

Finally, we have set the aging of tasks (i.e. the maximum times that is possible for a task waiting in a queue to grant priority to other tasks which migrate to this queue) to \( k = 3 \) times maximum.

4.3 Simulation experiments

![Figure 2. RT versus λ₁](image)

Figure 2. RT versus \( \lambda_1 \)

Figure 2 depicts the response time of the AFCFS algorithm without utilizing any migrations compared to AFCFS with migrations (AFCFSwM). The use of migrations, as previously described, yields lower response time both when \( 1/\lambda_2 = 5 \) and \( 1/\lambda_2 = 10 \). This happens because the suggested migrations method manages to utilize the idle processors efficiently. Otherwise, due to the gangs’ nature it would not be possible to serve any parallel jobs waiting on a busy processor. When a task which belongs to a gang is waiting on a busy processor, then it is possible to be transferred in order for the gang to start its execution.

Figure 3 illustrates the relative (\%) decrease in RT when migrations are implemented. It should be noted that for higher workloads (both gang load \( \lambda_1 = 2.55, 2.6 \) and high priority job load \( 1/\lambda_2 = 5 \)) the difference in performance is decreased. There are two main reasons which cause this. First of all, the increased high priority job load causes more reservations to occur in the system. Although the reservations prevent gangs from starvation, an increased number of them prohibits other jobs from utilizing the otherwise idle processors. Another reason is that the increased workload does not leave enough available processors. If there are not enough available processors it is not easy for large gangs to migrate. Furthermore, according to the proposed migrations implementation, only the gangs that have a task at the head of an available processor’s queue are examined for migration. That means there are not many candidate jobs to migrate if there are not enough available processors. However, this is done for a good reason. Migrating only the jobs that have at least one task at the head of the queue on an available processor allows for lower system complexity, less starvation for the gangs that arrived earlier and less network traffic (because not all tasks of the job will have to migrate).

![Figure 3. Dₜᵣ vs \( \lambda_1 \)](image)

Figure 3. \( D_{RT} \) vs \( \lambda_1 \)

Figure 4 presents the average weighted response time. Although the average response time is relatively higher when it is weighted by job degree parallelism, the results follow the same pattern in both cases. Moreover, Dₜᵦ (Figure 5) is almost identical to Dₜᵣ. Therefore, any observations holding for RT, also apply to WRT.

![Figure 4. WRT versus \( \lambda_1 \)](image)

Figure 4. WRT versus \( \lambda_1 \)
Figures 6 and 7 make it more apparent that the increased high priority jobs workload \((1/\lambda_2 = 5)\) influences the impact that migrations have on the system. It is obvious that migrations yield better performance when the load of high priority jobs is kept low.

Assigning a high priority job to a queue, which belongs to a busy processor, results in an interruption to its task execution. This in turn forces the gang to which it belongs to stop its execution. All the gang work must be repeated. So, the overall utilization appears slightly increased, because part of the processor utilization is comprised of repeated gang work due to high priority job arrivals.

5. Conclusion and future work

In this paper, we examined the impact of migrations on the performance of gang scheduling strategy in a two-clustered system in the presence of high priority jobs in the workload. Experiments were conducted using a simulation model under various workloads.

The results indicate a performance boost due to implementing the suggested migration algorithm. Even in the case of increased high priority jobs workload \((1/\lambda_2 = 5)\), implementing migrations achieved better performance. Specifically, it achieved 75% decrease in response time when the gang arrival rate was low \((\lambda_1 = 2.4)\) and 45% decrease in response time when gang arrival rate was high \((\lambda_1 = 2.6)\), while the arrival rate of high priority jobs was \(\lambda_2 = 1/5\).

In this paper, we used a two-cluster system in order to determine whether the overhead caused by migrations is tolerable enough to achieve better performance. The study of gang scheduling with migrations in a heterogeneous system consisting of multiple clusters would be a logical extension in the future. As part of our future work, we also intend to examine more scheduling algorithms and implement additional methods of assigning jobs to clusters.

### Table 2. Mean processor utilization, \(1/\lambda_2 = 5\)

<table>
<thead>
<tr>
<th>(\lambda_1)</th>
<th>AFCFS</th>
<th>AFCFSwM</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.40</td>
<td>0.6900</td>
<td>0.6814</td>
</tr>
<tr>
<td>2.45</td>
<td>0.7040</td>
<td>0.6930</td>
</tr>
<tr>
<td>2.50</td>
<td>0.7193</td>
<td>0.7084</td>
</tr>
<tr>
<td>2.55</td>
<td>0.7267</td>
<td>0.7281</td>
</tr>
<tr>
<td>2.60</td>
<td>0.7423</td>
<td>0.7420</td>
</tr>
</tbody>
</table>

### Table 3. Mean processor utilization, \(1/\lambda_2 = 10\)

<table>
<thead>
<tr>
<th>(\lambda_1)</th>
<th>AFCFS</th>
<th>AFCFSwM</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.40</td>
<td>0.6655</td>
<td>0.6593</td>
</tr>
<tr>
<td>2.45</td>
<td>0.6755</td>
<td>0.6697</td>
</tr>
<tr>
<td>2.50</td>
<td>0.6888</td>
<td>0.6842</td>
</tr>
<tr>
<td>2.55</td>
<td>0.7031</td>
<td>0.6975</td>
</tr>
<tr>
<td>2.60</td>
<td>0.7156</td>
<td>0.7123</td>
</tr>
</tbody>
</table>

Tables 2 and 3 show mean processor utilization in \(1/\lambda_2 = 5\) and \(1/\lambda_2 = 10\) respectively. In the first case utilization is higher, but this is reasonable because of the higher workload and because more high priority job arrivals cause more gangs to restart their execution.
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