Fast and Robust Optic Disc Detection Using Pyramidal Decomposition and Hausdorff-Based Template Matching

Marc Lalonde, Mario Beaulieu, and Langis Gagnon*

Abstract—We report about the design and test of an image processing algorithm for the localization of the optic disk (OD) in low-resolution (about 20 μm/pixel) color fundus images. The design relies on the combination of two procedures: 1) a Hausdorff-based template matching technique on edge map, guided by 2) a pyramidal decomposition for large scale object tracking. The two approaches are tested against a database of 40 images of various visual quality and retinal pigmentation, as well as of normal and small pupils. An average error of 7% on OD center positioning is reached through combination of confidence indexes associated with various visual quality; 2) macula-centered and OD-centered images); 3) the necessity to have image centered on the macula in order to see the elliptical shape of the two main branches of the vessel tree.

Our approach attempts to respond to three user-specific and computational specifications:

1) robustness to the variable appearance of ODs (intensity, color, contour definition, macula-centered and OD-centered images);
2) detection performance above 90%;
3) short computation time.

Furthermore, the technique being sought does not need to provide a precise identification of the OD contour because the result will not be used for diagnosis purposes like e.g., contour feature extraction for glaucoma grading. However, the method must be fast and robust enough because other tools we are developing are dependent upon its performance, namely macula detection and vessel extraction.

To reach this goal, we found that the combination of the following independent image processing tools yielded satisfactory results: 1) template-based matching technique on edge map using a Hausdorff distance measure, guided by 2) scale tracking of large objects using multiresolution image decomposition. Tools cooperation is achieved through combination of confidence indexes associated with various detected OD candidates.

The paper is organized as follows. Section II presents a description of the two algorithms used as well as the way they are combined. Section III provides a detailed report of performance measures resulting from a test on a database of 40 images including images 1) of low visual quality; 2) macula-centered and OD-centered; 3) of various retinal pigmentation as well as 4) of normal and small pupils. Conclusion, comments and possible further works are mentioned in Section IV.

II. ALGORITHM DESCRIPTION

The algorithm design relies on three assumptions. The first pertains to the image acquisition. Since acquisition of ophthalmic images usually follows a fixed protocol, some information about the retina and its
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structures can be deduced and exploited. The practitioner knows which eye (left/right) is being imaged and whether the image is centered on a priori information should be exploited in order to guide the search for the OD in a specific portion of the image. The second assumption comes from observations that the OD represents a bright region (not necessarily the brightest) in an ophthalmic image of good quality. The last assumption relates to the form of the OD, which always appears approximately circular.

The method we propose is decomposed into two stages.

• OD contour search technique based on the Hausdorff distance.

• OD contour search technique based on the pyramidal decomposition. Each stage generates a set of hypotheses. These hypotheses are analyzed and combined to provide the best solution.

A. Locating Potential OD Areas Using a Pyramidal Decomposition

Potential regions which might contain the optic disc are first found by means of a pyramidal decomposition on the grayscale representation of the input color image (hue variability across subjects, particularly those of different ethnic backgrounds, seems to reduce the usefulness of color cues in ophthalmic image analysis). For simplicity, the green channel (G) of the original RGB image has been selected as the grayscale representation, but other representations (e.g., the intensity channel of the corresponding HSI image) could be used with similar results. For implementation efficiency, the pyramid is created using a simple Haar-based discrete wavelet transform for which the high-pass and low-pass filters are [1, −1] and [1, 1] respectively [6].

Fig. 3 gives an example of a four- and five-level decomposition on an image of our data set. As one can see, these resolution levels are commensurate with the OD dimension as only a few bright pixels fall into the original OD region.

Because of the small image size at the lowest resolution and the vanishing of small bright regions (which happen to be lesions such as exudates) over the pyramid, the search for the OD region becomes a rapid operation with few false candidates. This is further facilitated by restricting the search to the portion of the original image according to the a priori knowledge about the OD position as mentioned in Section II.

Pixels in the low-resolution image which have the highest intensity values compared with the mean pixel intensity over the search area yield possible region candidates in the original image. Within each of these regions, smoothing is performed and the brightest pixel is selected as a possible OD center point. A simple confidence value denoted by CV_H may be computed to assess the relevance of each hypothesis. CV_H is defined as the ratio between the average pixel intensity inside a circular region of fixed radius centered on the brightest pixel and the average intensity in its neighborhood. The measurement is designed to “capture” one expected property of optic discs, namely a roughly circular patch of bright pixels surrounded by darker pixels. Note that the radius of the circular region is chosen to be approximately equal to the expected radius of the optic disc in the image (the physical diameter of the optic disc is about 1.5 mm on average). The neighborhood is simply a rectangle slightly larger than the bounding box around the circular region.

At this point, the intermediate result is a list of high-intensity pixel coordinates representing the center of potential OD regions, along with their confidence values CV_H. The top ten candidates are retained for further analysis.

B. Locating Potential OD Contours Using Hausdorff Distance

The search for the OD contour is performed using an algorithm based on the Hausdorff distance and initially implemented for symbol recognition in utility maps [7]. The key idea is that the areas identified by the pyramidal decomposition method are explored for the presence of a circular shape, as if the OD was a symbol in a map. The process goes as the following.

1) Aggregate pyramidal candidate regions.

2) For each aggregated region:

   a) perform edge detection and do thresholding;
   b) perform Hausdorff-based matching;
   c) eliminate redundant solutions.

3) Compute confidence level for each solution.

1) Region of Interest (ROI) Aggregation: In order to limit the number of ROIs, contiguous regions are aggregated into a single zone. Typically, for a retinal image of good quality, one or two search zones may result from this aggregation.

2) Edge Detection: Edge detection is performed on the green band of the original color image in each of the search zones. Since Hausdorff-based matching requires binary images as inputs, the magnitude edge image is thresholded following an approach based upon a Rayleigh probabilistic modeling of the noisy edge distribution [8], [9]. Within this framework, selecting the threshold requires choosing a probability of misinterpreting a noisy edge as a true edge, which implies finding a tradeoff between the risk of discarding valid edges and the risk of retaining too many noisy edges. The former situation prevents the Hausdorff matcher from spotting the OD while the latter increases computation time considerably (see below for an explanation) and raises the probability of false matches. A similar issue is at the core of Rayleigh-based constant false alarm rate (CFAR) detectors in radar imagery [10].

According to Ravid et al., the Rayleigh-based CFAR threshold $T$ can be estimated according to

$$T(x) = \left[ \frac{\sum_{j=1}^{M} x_j^2}{\sum_{j=1}^{M} x_j^2 - 1} \right]^{\frac{1}{2}}$$

(1)

where the $x_j$’s are the magnitudes of $M$ noisy edge samples used for the estimation and $P_{FA}$ is the probability of false alarms (i.e., the probability that a noisy edge is viewed as a valid edge). Of course, since edge maps contain both valid and noisy edges, a strategy must be sought in order to estimate $T$ using the noisy edges only. The procedure we use goes as follows:

1) perform Canny edge detection in the region of interest with the low ($L$) and high ($H$) Canny hysteresis thresholds set to capture as many edges as possible (e.g., $L = 1$ and $H = 2$);
reassign the high threshold \( H \) to a value that captures 10% of all edges found in Step 1 (with \( L = H / 2 \) as usual) and perform a Canny edge detection again, thus getting an edge map that contains strong edges only;

3) subtract the second edge map from the first to get an approximation of the noisy edge map \( I_N \);

4) extract \( M \) edge pixels within a small window in the center of \( I_N \) to compute \( T \) for a given \( P_{YA} \);

5) get the thresholded image \( I_T \) using \( T \) as the threshold.

The strategy of removing the strongest edges for the estimation of the threshold relies on the assumption that these edges are likely associated to the borders of anatomical structures. As an example, Fig. 2 shows the result of processing a retinal image of fairly good quality. The final binary edge map is used for the Hausdorff-based template matching.

3) Matching With Hausdorff Distance: The Hausdorff distance \( H(A, B) \), defined as

\[
H(A, B) = \max(h(A, B), h(B, A))
\]

\[
h(A, B) = \max_{a \in A} \min_{b \in B} ||a - b||
\]

provides a degree of mismatch between two sets of points \( A \) and \( B \) by measuring the distance of the point of \( A \) that is farthest from any point of \( B \) and vice versa [11]. In the current context, \( A \) represents the set of black pixels in the binary image \( I_T \) (with white background) and \( B \) the set of pixels in a white image that form a black circular template (diameter \( \approx 60 \) pixels for a \( 640 \times 480 \) image). Locating the OD amounts to evaluating the Hausdorff distance between the template and the underlying arrangement of pixels in \( I_T \); a perfect match yields a zero distance which increases as the resemblance weakens. One remarkable property of Hausdorff-based template matching is its robustness and good performance in locating objects in images of cluttered scenes. This capability is certainly valuable for OD localization given the frequent lack of precise disc borders and the presence of vessels coming out of the disc.

In theory, the Hausdorff distance should be computed at each pixel in \( I_T \) but in practice, many optimizations help reduce the processing time substantially [11], [7]. One of them is the use of a Voronoi surface (distance transform). Not only does it allow a fast evaluation of the Hausdorff distance at each location, but it also facilitates the implementation of pruning techniques that eliminate areas of the search

---

Fig. 2. Example of edge map thresholding result. (a) Original grey level image (511 × 2). (b) Edges obtained with low Canny thresholds. (c) Thresholded edge map.
than a specified threshold (typically three), a percentage of match is computed and if this rate is reasonable (i.e., a certain proportion of the pixels template are found to overlap edge pixels in \( I_T \), at this location), then the location is retained as the center point of a potential OD candidate. The minimum proportion threshold is set low so as to prevent missing the OD in situations where edge detection and the subsequent thresholding failed to recover the complete contour.

Two confidence values are assigned to each Hausdorff candidates. The first, denoted by \( CV_{H_T} \), is the proportion of template pixels overlapping edge pixels in the thresholded edge map \( I_T \). The second, denoted by \( CV_{H_E} \), is defined in a similar fashion to that of the pyramidal decomposition candidates, i.e., the ratio between the average pixel intensity over the template candidate and the average intensity over its neighborhood. Again, this indicator is a measure of how well the candidate is aligned with the OD from a pixel-intensity point of view: better aligned candidates having higher \( CV_{H_T} \).

### C. Determining the Best Candidate

The most likely OD position and radius are found by determining the candidate with the highest overall (global) confidence. The calculation of the global confidence is chosen to follow the rule combination of the Dempster–Shafer theory of evidence which provides a human-like framework to represent, combine and establish a general level of certainty in decision systems, from incomplete or imperfect knowledge [12]. Following Dempster–Shafer theory, the global confidence value \( CV_{T} \) is calculated as

\[
CV_{T} = CV_{H_T} \times CV_{H_E} + CV_{H_T} \times (1 - CV_{H_E}) + CV_{H_E} \times (1 - CV_{H_T})
\]

Note that the coarse solutions generated at the pyramid decomposition stage obviously get a low global confidence index since the only contributor is the \( CV_{H_T} \) indicator. In some situations, however, \( CV_{H_E} \) is high enough to top bad Hausdorff candidates.

### III. Results

#### A. Data Set

A collection of 40 low-resolution fundus images (of about 20 \( \mu \)/pixel) from 27 persons were acquired using a nonmydriatic Canon color camera CR6-45NM (Table I). An apparent image quality (IQ) index has been evaluated to help interpret the final detection results. Of these 40 images, 16 can be qualified as being of good visual quality, 16 as fair and eight as bad. Color images of bad quality are those that are blurred and/or have abnormal dark or bright regions. Of course, bad quality images could be discarded by the physician during a diagnosis process but we wanted to keep them in our dataset in order to assess the robustness of the algorithm. Often, regardless of the overall image quality, OD appearance may also be good or bad with respect to the sharpness of its contour and its brightness. These assessments are referred to as OD contour quality (ODCQ) and OD brightness quality (ODBQ) in Table I.

#### B. Detection Performance

Performance evaluation was made possible by the creation of ground truth (or gold standard) with the help of a paint program (i.e., by manually tracing the OD contour) and by the compilation of performance “measures” such as:

- a matching score \( S \) equal to the common area between the true OD region \( T \) and the detected one \( D \), and defined as

\[
S = \frac{\text{Area}(T \cap D)}{\text{Area}(T \cup D)}
\]
TABLE I

PERFORMANCE MEASURES OF THE PROPOSED METHOD WITH RESPECT TO GROUND TRUTH (SEE TEXT FOR DETAILS). COLUMN 1: IMAGE LABEL. COLUMNS 2 AND 3: OD CONTOUR AND BRIGHTNESS QUALITY (ODCQ AND ODBQ, RESPECTIVELY; G STANDS FOR GOOD, F FOR FAIR AND B FOR BAD). COLUMNS 4 TO 6: CONFIDENCE LEVELS \( C_R \) AND \( C_H \) OF THE TWO BEST PARTICIPANTS IN THE GLOBAL RESULT. COLUMNS 7: MATCHING SCORES \( S \) FOR \( P_{YA} = 0.1 \). COLUMN 8: ERROR \( \Delta \) IN THE OD DETECTED CENTER POSITION. COLUMN 9: APPARENT OD DETECTION QUALITY (ODDQ).

<table>
<thead>
<tr>
<th>Image</th>
<th>IQ</th>
<th>ODCQ</th>
<th>ODBQ</th>
<th>( C_R(%) )</th>
<th>( C_H(%) )</th>
<th>( C_G(%) )</th>
<th>( S(%) )</th>
<th>( \Delta(\text{pixels}) )</th>
<th>ODDQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>278_1</td>
<td>G</td>
<td>F</td>
<td>G</td>
<td>90</td>
<td>50</td>
<td>95</td>
<td>91</td>
<td>0.0</td>
<td>G</td>
</tr>
<tr>
<td>476_1</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>51</td>
<td>0</td>
<td>51</td>
<td>73</td>
<td>5.0</td>
<td>G</td>
</tr>
<tr>
<td>478_2</td>
<td>G</td>
<td>F</td>
<td>G</td>
<td>90</td>
<td>0</td>
<td>90</td>
<td>71</td>
<td>8.1</td>
<td>G</td>
</tr>
<tr>
<td>478_3</td>
<td>G</td>
<td>G</td>
<td>G</td>
<td>90</td>
<td>29</td>
<td>93</td>
<td>84</td>
<td>3.6</td>
<td>G</td>
</tr>
<tr>
<td>478_4</td>
<td>F</td>
<td>G</td>
<td>G</td>
<td>55</td>
<td>29</td>
<td>68</td>
<td>85</td>
<td>4.1</td>
<td>G</td>
</tr>
<tr>
<td>479_2</td>
<td>G</td>
<td>G</td>
<td>G</td>
<td>90</td>
<td>31</td>
<td>93</td>
<td>87</td>
<td>3.0</td>
<td>G</td>
</tr>
<tr>
<td>501_1</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>4</td>
<td>30</td>
<td>33</td>
<td>94</td>
<td>2.2</td>
<td>G</td>
</tr>
<tr>
<td>501_4</td>
<td>B</td>
<td>B</td>
<td>F</td>
<td>14</td>
<td>12</td>
<td>24</td>
<td>77</td>
<td>5.4</td>
<td>G</td>
</tr>
<tr>
<td>502_1</td>
<td>B</td>
<td>F</td>
<td>F</td>
<td>29</td>
<td>25</td>
<td>46</td>
<td>91</td>
<td>1.4</td>
<td>G</td>
</tr>
<tr>
<td>503_3</td>
<td>F</td>
<td>F</td>
<td>G</td>
<td>34</td>
<td>44</td>
<td>63</td>
<td>85</td>
<td>2.2</td>
<td>G</td>
</tr>
<tr>
<td>504_1</td>
<td>B</td>
<td>F</td>
<td>G</td>
<td>61</td>
<td>24</td>
<td>71</td>
<td>83</td>
<td>4.5</td>
<td>G</td>
</tr>
<tr>
<td>506_1</td>
<td>F</td>
<td>G</td>
<td>G</td>
<td>83</td>
<td>31</td>
<td>88</td>
<td>85</td>
<td>2.8</td>
<td>G</td>
</tr>
<tr>
<td>506_3</td>
<td>F</td>
<td>G</td>
<td>G</td>
<td>56</td>
<td>43</td>
<td>75</td>
<td>93</td>
<td>2.2</td>
<td>G</td>
</tr>
<tr>
<td>506_4</td>
<td>F</td>
<td>B</td>
<td>F</td>
<td>6</td>
<td>17</td>
<td>22</td>
<td>85</td>
<td>3.6</td>
<td>G</td>
</tr>
<tr>
<td>511_1</td>
<td>F</td>
<td>F</td>
<td>G</td>
<td>62</td>
<td>39</td>
<td>77</td>
<td>90</td>
<td>2.2</td>
<td>G</td>
</tr>
<tr>
<td>511_2</td>
<td>F</td>
<td>F</td>
<td>G</td>
<td>46</td>
<td>28</td>
<td>61</td>
<td>92</td>
<td>2.2</td>
<td>G</td>
</tr>
<tr>
<td>511_3</td>
<td>F</td>
<td>G</td>
<td>G</td>
<td>89</td>
<td>35</td>
<td>93</td>
<td>83</td>
<td>4.1</td>
<td>G</td>
</tr>
<tr>
<td>512_1</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>25</td>
<td>21</td>
<td>40</td>
<td>81</td>
<td>3.0</td>
<td>G</td>
</tr>
<tr>
<td>512_3</td>
<td>G</td>
<td>F</td>
<td>G</td>
<td>35</td>
<td>42</td>
<td>63</td>
<td>82</td>
<td>3.6</td>
<td>G</td>
</tr>
<tr>
<td>519_1</td>
<td>F</td>
<td>B</td>
<td>F</td>
<td>60</td>
<td>0</td>
<td>60</td>
<td>51</td>
<td>15</td>
<td>F (1)</td>
</tr>
<tr>
<td>520_1</td>
<td>B</td>
<td>B</td>
<td>G</td>
<td>32</td>
<td>31</td>
<td>53</td>
<td>81</td>
<td>4.5</td>
<td>G</td>
</tr>
<tr>
<td>520_5</td>
<td>B</td>
<td>F</td>
<td>F</td>
<td>42</td>
<td>28</td>
<td>58</td>
<td>84</td>
<td>4.0</td>
<td>G</td>
</tr>
<tr>
<td>522_7</td>
<td>B</td>
<td>B</td>
<td>F</td>
<td>25</td>
<td>41</td>
<td>55</td>
<td>85</td>
<td>1.0</td>
<td>G</td>
</tr>
<tr>
<td>523_1</td>
<td>F</td>
<td>F</td>
<td>B</td>
<td>17</td>
<td>31</td>
<td>43</td>
<td>79</td>
<td>4.1</td>
<td>F (2)</td>
</tr>
<tr>
<td>523_3</td>
<td>G</td>
<td>F</td>
<td>B</td>
<td>24</td>
<td>9</td>
<td>31</td>
<td>88</td>
<td>1.0</td>
<td>G</td>
</tr>
<tr>
<td>536_3</td>
<td>F</td>
<td>F</td>
<td>G</td>
<td>56</td>
<td>39</td>
<td>73</td>
<td>91</td>
<td>2.2</td>
<td>G</td>
</tr>
<tr>
<td>541_1</td>
<td>G</td>
<td>G</td>
<td>G</td>
<td>90</td>
<td>41</td>
<td>94</td>
<td>93</td>
<td>2.2</td>
<td>G</td>
</tr>
<tr>
<td>541_3</td>
<td>G</td>
<td>G</td>
<td>G</td>
<td>90</td>
<td>38</td>
<td>94</td>
<td>92</td>
<td>2.0</td>
<td>G</td>
</tr>
<tr>
<td>546_1</td>
<td>F</td>
<td>F</td>
<td>G</td>
<td>87</td>
<td>39</td>
<td>92</td>
<td>84</td>
<td>2.2</td>
<td>G</td>
</tr>
<tr>
<td>549_1</td>
<td>G</td>
<td>F</td>
<td>F</td>
<td>37</td>
<td>37</td>
<td>60</td>
<td>71</td>
<td>1.4</td>
<td>G</td>
</tr>
<tr>
<td>552_1</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>66</td>
<td>0</td>
<td>66</td>
<td>54</td>
<td>15.3</td>
<td>F (1)</td>
</tr>
<tr>
<td>553_3</td>
<td>G</td>
<td>G</td>
<td>G</td>
<td>84</td>
<td>22</td>
<td>88</td>
<td>78</td>
<td>5.5</td>
<td>G</td>
</tr>
<tr>
<td>554_4</td>
<td>G</td>
<td>G</td>
<td>G</td>
<td>90</td>
<td>34</td>
<td>93</td>
<td>95</td>
<td>2.0</td>
<td>G</td>
</tr>
<tr>
<td>557_3</td>
<td>G</td>
<td>F</td>
<td>G</td>
<td>90</td>
<td>0</td>
<td>90</td>
<td>61</td>
<td>9.2</td>
<td>F (1)</td>
</tr>
<tr>
<td>558_1</td>
<td>G</td>
<td>G</td>
<td>G</td>
<td>90</td>
<td>5</td>
<td>90</td>
<td>52</td>
<td>15.3</td>
<td>F (3)</td>
</tr>
<tr>
<td>559_1</td>
<td>G</td>
<td>G</td>
<td>G</td>
<td>90</td>
<td>26</td>
<td>93</td>
<td>89</td>
<td>2.0</td>
<td>G (3)</td>
</tr>
<tr>
<td>559_3</td>
<td>G</td>
<td>G</td>
<td>G</td>
<td>90</td>
<td>16</td>
<td>92</td>
<td>80</td>
<td>4.2</td>
<td>G</td>
</tr>
<tr>
<td>561_1</td>
<td>B</td>
<td>F</td>
<td>B</td>
<td>15</td>
<td>42</td>
<td>51</td>
<td>63</td>
<td>11.2</td>
<td>F (3)</td>
</tr>
<tr>
<td>561_2</td>
<td>G</td>
<td>G</td>
<td>F</td>
<td>58</td>
<td>25</td>
<td>68</td>
<td>82</td>
<td>6.0</td>
<td>G</td>
</tr>
<tr>
<td>564_2</td>
<td>F</td>
<td>G</td>
<td>F</td>
<td>66</td>
<td>32</td>
<td>77</td>
<td>68</td>
<td>9.1</td>
<td>G</td>
</tr>
</tbody>
</table>

(1) OD hidden because of insufficient pupillary dilation
(2) OD has an irregular contour
(3) Slightly miscalculated template

- the distance \( \Delta \) between the centers of the regions \( T \) and \( D \);
- a qualitative evaluation of the final ODDQ.

Table I provides details about these performance measures for each image in our database. One can see that our procedure correctly positioned the best template candidate within the true OD area on all the images of the database (0% false detection rate). Of course, the OD positioning is not always perfect but the global performance reaches our goal: the average OD area overlap and center position difference being \( S = 80\% \) and \( \Delta = 4.6 \) pixels, respectively. A mean overlap of 80% is considered good when taking into account that the ground truth has been traced by hand and that the template matching is not fully elastic (only the template radius can be adjusted). A mean position error of 4.6 pixels corresponds to a relative error of 7% assuming a mean OD diameter of 65 pixels in our images.
The ODDQ is the apparent quality of the detection result as evaluated by a human. ODDQ turns out to be good (G) for 34 images and fair (F) for the remaining six images (Table I). No detection can be qualified as bad. In all cases, the detector correctly pinpointed the OD region but slightly mis-centered the template for six of them.

Note that there is not necessarily a correlation between the ODDQ and the global confidence level $C_G$. In fact, $C_G$ is more closely correlated with the IQ, ODCQ and ODBQ, meaning that a detection on a bad (good) quality image should be qualified by a low (high) confidence level regardless of the ODDQ. A low confidence value does not necessarily mean that the detection is apparently bad; it only provides an indicator for assessing the “level of difficulty” the detector had to identify the OD. This information is very useful in the context of computer-aided diagnosis as it can be combined with other informations to establish a general reliability index on a disease assessment, for instance.

The fact that $C_G$ is always greater than $\max(C_H, C_R)$ results from two important hypotheses at the basis of the Dempster–Shafer theory: 1) evidence (or confidence) associated to a declaration is not a probability but rather a fuzzy variable and 2) evidence to a declaration does not imply complementary evidence to its negation (e.g., 60% of confidence that the detection is the correct OD does not imply that the remaining 40% is associated to non-OD detection). In Dempster–Shafer theory, the complementary evidence corresponds to the level of ignorance we have about a detection and part of this ignorance is responsible for increasing the global confidence $C_G$ [12].

Figs 4 and 5 show examples of OD detections on representative images of the data set. The images show the green band on which the pyramidal and Hausdorff procedures are performed. Images in Fig. 4 are examples of good-quality images with good detections. Images in Fig. 5 are examples of fair- and bad-quality images with good or fair detections. A fair detection corresponds essentially to slightly mis-centered templates. These results are the most indicative of the robustness of the proposed approach.

C. Computational Performance

In addition to its robustness, another important advantage of the proposed approach is its fast computational time. In fact, the CPU time needed to process one image (640 $\times$ 480 pixels in size) on a Pentium III PC (700 MHz) running Solaris 7 is about 1 s for the pyramid stage and about 0.6 s (with a standard deviation of 0.3 s) for the Hausdorff stage. Computation time for the Hausdorff stage is dependent upon image content and it turns out to be smaller for lower values of $C_H$ because of the sparser edge map (pruning of the search space is more significant, hence the increase in processing speed).

IV. DISCUSSION AND CONCLUSION

We have reported about an OD segmentation algorithm in color fundus images which requires low computational search time, performs with a low false alarm rate and provides a confidence level on the detection that indicates the “level of difficulty” the detector has to identify the OD position and shape. The segmentation proceeds through the cooperation between (1) large scale object positioning using a multiresolution image decomposition and (2) template matching technique on edge maps using a Hausdorff distance measure. The use of complementary search techniques helps provide a reliable confidence level associated to the final detection result, which is a very useful information in the context of computer assisted diagnosis. Finally, one can mention the following observations/comments.

- The pyramid-based stage has a quite good success in pinpointing the OD region when the a priori knowledge about the OD position...
is used. However, the position found is sometimes quite far from the true OD center and the pyramid approach is of no help in identifying the OD contour.

- The Hausdorff-based approach has very good success in finding the OD contour, thus the OD center, fast and reliably. However, it fails on images where OD contour is very diffuse.

- Each method compensates for a weakness of the other and combining both helps achieve a very satisfactory detection performance, even on poor quality images, along with a reliable detection confidence level. This is particularly important in the context of automatic image analysis for which a high confidence level solution is often a prerequisite for the reliability of additional image analysis stages.

- As one should expect, the performance of the approach proposed here is dependent upon the completeness of the thresholded edge map, meaning that thresholding must remove noisy edges and yet preserve the OD contour. One should be aware, however, that there is a direct link between the completeness of the edge map and the similarity of the noisy edge distribution with the Rayleigh model. Whenever an input image is of dubious quality, there is a substantial risk that its noisy edge distribution would be markedly different from the model, leading to an improper threshold selection and a severely broken thresholded edge map.

In situations where better accuracy would be needed for the OD contour, the proposed method could serve advantageously as an initialization stage for more refined techniques such as deformable templates or active contours (see [13] for instance). It is well known that a significant drawback of Lagrangian-formulated active contours (as opposed to level-set methods) is the penalty regarding the quality of the final contour and the algorithm convergence speed when the initial snake is far from the final state. The procedure presented here could serve as a preparation stage for those algorithms.
Although the focus of the paper is on optic disc detection, other applications that require the localization of a rigid shape may be solved efficiently by the proposed combination of techniques, namely a rough positioning of the object and a more refined Hausdorff-based search in a “probabilistically” thresholded edge map, with hypothesis management within the framework provided by the evidence theory. Tumor detection in X-rays or microcalcifications in mammograms might be some examples of other applications. We plan to evaluate different contexts in the near future and also to investigate possible generalizations of our approach for the detection of nonrigid shapes.
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