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Software aging is a phenomenon plaguing many long-running complex software systems, which exhibit performance degradation or an increasing failure rate. Several strategies based on the proactive rejuvenation of the software state have been proposed to counteract software aging and prevent failures. This survey paper provides an overview of studies on Software Aging and Rejuvenation (SAR) that appeared in major journals and conference proceedings, with respect to the statistical approaches that have been used to forecast software aging phenomena and to plan rejuvenation, the kind of systems and aging effects that have been studied, and the techniques that have been proposed to rejuvenate complex software systems. The analysis is useful to identify key results from SAR research, and it is leveraged in this paper to highlight trends and open issues.

Categories and Subject Descriptors: C.4 [Performance of Systems]: Reliability, availability, and serviceability
General Terms: Reliability, Performance
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1. INTRODUCTION

The software aging phenomenon consists in the increase of the failure rate or performance degradation of a system as it executes, which can be due to the accumulation of errors in the system state and to the consumption of resources such as physical memory [Huang et al. 1995; Grottke et al. 2008]. This phenomenon has been known by practitioners since a long time. Early evidences of software aging were found already in the 1960s: the Safeguard military system was affected by hangs occurring once error reporting buffers were full [Bernstein and Kintala 2004]. As software has grown in size and complexity, software aging has been observed in an increasing number of long-running systems, including telecommunication switching and billing software [Huang et al. 1995; Avritzer and Weyuker 1997], and it led to the well-known accident of the Patriot anti-missile system that caused the loss of human lives [Marshall 1992].

Software aging can be attributed to elusive software bugs: studies in the early 1990s by Lawrence Bernstein on telecommunication systems [Bernstein 1993] pointed out the high incidence of bugs that, when triggered, do not immediately cause a software failure, but manifest themselves as memory leakage, unreleased file locks, data corruption, and other symptoms.
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ruption and numerical error accumulation, making the system to slowly degrade its performance and to eventually fail. Often, such bugs are too subtle or too costly to be removed during development. Research at the AT&T Bell laboratories on fault-tolerant software then identified Software Rejuvenation as a cost-effective solution to counteract Software Aging [Huang and Kintala 1993; Huang et al. 1995; Wang et al. 1995; Bernstein and Kintala 2004]. Software Rejuvenation is a proactive approach for preventing performance degradation and failures due to Software Aging: it consists in the occasional or periodical clean-up of aging effects (which can be achieved by a simple software restart, or by more complex techniques), in order to postpone failures and to restore performance. Software Rejuvenation represented a novel form of preventive software maintenance compared to other forms of preventive software maintenance existing at that time [Kajko-Mattsson 2001], which were focused on the installation of updates in order to prevent field failures [Adams 1984] or re-engineering a software program in order to cope with its obsolescence [Parnas 1994].

Since early studies on Software Aging and Software Rejuvenation by the AT&T Bell laboratories in the 1990s, much efforts have been devoted to characterize the software aging phenomenon and to devise cost-effective rejuvenation strategies. After two decades, a significant body of knowledge has been established and an international community of researchers in the area of Software Aging and Rejuvenation (SAR) has grown. It thus becomes important to look at what has been done, in order to identify what has still to be accomplished to make industry practitioners aware of the Software Aging problem and to foster the adoption of Software Rejuvenation approaches, and which are the future challenges for researchers of the SAR community.

Starting from our preliminary analysis in [Cotroneo et al. 2011a], this paper provides a comprehensive analysis of SAR literature, by reviewing 495 papers that were published in the fields of software engineering and software dependability. The aim of this paper is to provide an overall picture of the state-of-the-art in Software Aging and Rejuvenation. We survey relevant studies with respect to the approaches that have been used to forecast software aging phenomena and to plan rejuvenation, the kind of systems and aging symptoms that have been studied, and the techniques that have been proposed to rejuvenate complex software systems. The analysis is useful to identify key results from SAR research, and it is leveraged in this paper to highlight trends and open issues deserving attention in the near future by the SAR community.

The paper is organized as follows. Section 2 summarizes basic definitions and concepts about Software Aging and Rejuvenation. In Section 3, we describe the procedure that we followed to collect SAR research papers. Section 4 reviews SAR literature with respect to different dimensions. Section 5 concludes the paper with a discussion about open issues and research opportunities.

2. BASIC CONCEPTS ON SOFTWARE AGING AND REJUVENATION

Before analyzing Software Aging and Rejuvenation studies, we briefly provide in this section some definitions and concepts that will be recalled in this survey. An in-depth discussion about fundamental concepts can be found in [Grottke et al. 2008]. In general terms, the Software Aging phenomenon consists in the increase of failure rate and/or decrease of performance of a long-running software system. In turn, it is due to the activation and propagation of the so-called Aging-Related Bugs (ARBs), a particular class of software faults that manifest their effect only after a long period of execution. The activation of these bugs does not immediately cause a failure of the system: considering the conceptual fault-error-failure chain proposed in [Avizienis et al. 2004], the peculiarity of ARBs is that their activation/propagation depends on the total time the system has been running, and/or that they lead to error accumulation, which causes the system to gradually shift from a correct state to a failure-prone one. After a long
enough execution time has elapsed, or after a significant amount of errors has been accumulated, ARBs lead to aging-related failures (e.g., an operation that allocates memory fails, causing the crash of a process). Error accumulation usually takes the form of bad resource management that leads to resource exhaustion, such as memory leaks, unterminated threads, and unreleased file locks: in such cases, the expected time to aging-related failure is referred to as **time to (resource) exhaustion** (TTE). Moreover, error accumulation is influenced by the amount and type of work performed by the system, which is referred to as **workload**.

**Aging effects** are the results of error accumulation, in terms of leaked resources or corrupted state; these effects can be detected by means of **aging indicators**, that is, system variables that can be directly measured and that can be related to Software Aging phenomena. Examples of aging indicators are data about resource usage of the operating system, such as free physical memory, used swap space, file and process tables size. In [Garg et al. 1998b], an experiment was performed by monitoring OS resource usage in a LAN of UNIX workstations using a distributed SMNP monitoring tool, in order to identify software aging trends. Fig. 1 shows the consumption of real memory and file tables across 53 days. Since aging phenomena may not be evident simply by visual inspection of data, trend detection techniques are usually adopted to detect the onset of software aging. In Fig. 1, a trend is detected by **smoothing** of observed data by **robust locally weighted regression**, which provide visual cues that there is a gradual decrease of free memory and an increase of file table size. To make conclusive statements regarding the presence or absence of software aging trends with statistical confidence, the use of statistical techniques is required: examples of techniques that were usually adopted are the **seasonal Kendall** and the **Mann-Kendall tests for trend**, for testing the hypothesis that there is an upward or a downward trend in the observed data, and the **Sen procedure** to estimate the slope of a trend. Using the estimated slope, it is possible to compute the expected TTE of a given resource.

![Fig. 1: Trend analysis of resource consumption in a UNIX system](image)

Resource leaking and other aging effects can be due to aging-related bugs in application software, in the libraries that the application is using or in the application execution environment (e.g., the operating system). However, fixing these bugs is not always feasible, since bugs could be in third-party or reused code for which developers lack source code and/or expertise on their internals; moreover, it can be very difficult to identify these bugs in complex software applications. Software rejuvenation is a cost-effective approach to remove aging effects and avoid aging-related failures, which does not require to know the location of aging-related bugs, or even the very fact of their

---

Software Rejuvenation was defined in [Huang et al. 1995] as the *preemptive rollback of continuously running applications to prevent failures in the future*. Since an application may be unavailable during rejuvenation, rejuvenation can increase the downtime and incur in some costs (e.g., costs due to the loss of business). However, these costs can be minimized by scheduling rejuvenation during the most idle times of an application. Instead, it is likely that the costs of downtime will be high if the downtime is unscheduled, as it happens during a failure. Rejuvenation can avoid, or at least postpone, aging-related failures, therefore it can reduce the overall downtime and related costs.

For this reason, the most important problem in the SAR field is to plan when to perform rejuvenation during execution (*rejuvenation schedule*) in order to improve availability and reduce costs. An example is represented by the simple model based on continuous-time Markov chains that was introduced in [Huang et al. 1995] to analyze software rejuvenation (Fig. 2). In this model, after starting the application stays in the "highly robust state" $S_0$, in which the probability of aging-related failures is negligible since the application has not aged. After some time (at a rate $r_2$ much lower than the others), the application will go into a failure-probable state $S_p$ (e.g., some resources have been leaked and are close to be exhausted); in this state, the application can fail with rate $\lambda$ and go to the failed state $S_F$, and will be repaired at a rate $r_1$. If the system performs rejuvenation, it will go from state $S_p$ to $S_R$ at rate $r_4$, and then to the robust state $S_0$ at rate $r_3$. This model allows to compute the expected downtime (both scheduled and unscheduled) and its costs; in turn, it allows to analyze whether, and under which conditions, software rejuvenation is beneficial to availability. For instance, if the cost of rejuvenation is small and the failure rate is large, rejuvenation should be performed as soon as the application goes into a failure probable state. However, several other models, which will be discussed in the following sections, have been proposed in the SAR literature.

![Fig. 2: Probabilistic state transition model for a system with rejuvenation.](image)

A simple way to perform software rejuvenation is to restart the application. Restarting can involve queuing the incoming messages temporarily, cleaning up the in-memory data structures, respawning the processes at the initial state or at a previously checkpointed state. Moreover, rejuvenation can be performed at different levels, ranging from restarting an individual component to rebooting the whole node in which the application is running. The definition of *rejuvenation techniques* (i.e., *how* to perform rejuvenation), able to reduce the likelihood of aging failures and to keep low rejuvenation costs, is another important problem of SAR, that will be analyzed in the following of this paper.
3. ANALYSIS OF LITERATURE

To have a picture of the current status of SAR literature, we analyzed conference proceedings and journals in the area of software dependability and software engineering. We collected papers on SAR by following a two-step procedure:

1. **Bootstrap**: We obtained an initial set of papers through a keyword-based search of papers appeared in a selected set of conference proceedings and journals;
2. **Recursive closure**: We extended the set of papers by inspecting the reference list of each paper in the initial set and adding all referenced papers relevant to Software Aging and Rejuvenation to the set. Moreover, with the aid of search engines, we identified all papers referencing any paper in the initial set, and relevant to Software Aging and Rejuvenation, and we also added these papers to the set. These operations have been repeated for each newly added paper, until no more papers could be added to the set, thus obtaining a “recursive closure” of the initial set of papers.

To perform our analysis, we relied on the SciVerse Scopus (http://www.scopus.com) and the IEEE Xplore (http://ieeexplore.ieee.org/) search engines. These digital libraries index and provide access to scientific journals and proceedings from major computer science publishers. We considered publications from ACM, IEEE, Elsevier, Wiley, and Springer. During the bootstrap phase, we adopted the following criteria:

— **Search keywords**. To obtain the initial set of papers, a search has been carried out by querying for the words “aging”, “rejuvenation”, “restart”, or “leak” in the metadata (title, abstract, and keywords) of publications. It is important to note that these words may not refer to the Software Aging phenomenon as intended in this paper, and that the results of the search were manually inspected in order to remove irrelevant results. For instance, in the case of software engineering studies, the word “aging” has also been adopted for indicating software obsolescence (e.g., because of changed requirements or maintenance actions) [Parnas 1994]. Other contexts in which the word “aging” has been adopted include the wear-out of hardware components, and computer systems for aiding elderly people. Similarly, the word “leak” has also been adopted in the context of computer security to refer to unauthorized information disclosure.

— **Selection of conferences and journals**. The search described above was focused on a set of relevant publication venues in the fields of software dependability and software engineering, since the number of papers returned by the search criteria mentioned above is very large. First, we identified a set of journals and transactions from the aforementioned publishers that are related to these fields, such as *IEEE Transactions on Software Engineering* and *Journal of Systems and Software*. We subsequently identified flagship conferences and symposia in these fields (and workshops held jointly with them), including the *IEEE/IFIP International Conference on Dependable Systems and Networks*, the *ACM/IEEE International Conference on Software Engineering*, and *ACM SIGMETRICS/Performance*. Other journals and proceedings were added by querying search engines for “software engineering” in the journal or proceedings title, and by analyzing publications from well-known SAR researchers (i.e., authors appearing most frequently in our preliminary analysis [Cotroneo et al. 2011a], such as K.S. Trivedi).

By querying search engines, we obtained a list of 1,021 publications. These publications were analyzed in order to discard irrelevant results: in most cases, the analysis of the abstract was enough to identify with confidence whether the publication was
actually related to Software Aging and Rejuvenation. This process produced a set of 204 publications.

Although the bootstrap phase allowed us to find a large number of SAR papers, it cannot assure that the sample of papers is comprehensive and unbiased (e.g., results could be biased due to the choice of keywords and of publication venues). Therefore, we extended the set of papers by recursively including papers referencing or referenced by the papers in the set (i.e., we checked references and citations of papers in the initial set of papers, as well as of each newly added paper), in order to obtain a recursive closure. Again, papers were manually inspected in order to make sure that they were actually related to the SAR field. This procedure allowed us to include 291 additional relevant studies, thus obtaining a set of 495 papers. These papers constitute a large bibliography about Software Aging and Rejuvenation, and it can provide a comprehensive picture of the state of the art in this field. These papers were further analyzed as discussed in the following sections.

It is important to note that there are some redundancies among the analyzed papers due to papers that are based on previous papers from the same authors (e.g., a journal paper based on a previous conference paper). However, in peer-review research venues, the degree of originality is one of the most important evaluation criteria, and extended versions of previously published papers should provide new material in order to be accepted for publication. Therefore, we assume that every paper has some original contents, even in the presence of redundancies. Although the extent of new material can be substantial in some cases and marginal in others, this is a subjective judgement and we do not have available a way to measure originality in a quantitative way (in fact, reviewers typically evaluate originality in a qualitative way, on the basis of their own knowledge and perception of the value of paper contributions). Therefore, we included in our analysis both extended papers and their preliminary versions. However, counting both types of papers in the analysis of the literature reflects the fact that more work than an individual paper has been devoted to a given problem, therefore this approach does not severely affect the analysis of the topics on which SAR research has been focused.

In Figure 3, the number of papers per year is reported. An increasing trend can be noticed. A sharp increase in the number of SAR-related papers was fostered by the 2008 WoSAR workshop, which took place for the first time in that year. A sharp decrease occurred in 2009 due to the absence of WoSAR in that year. The workshop took again place in 2010 and 2011, along with the publication of the Special Issue on Software Aging and Rejuvenation (based on WoSAR 2008 papers) on the *Journal of Systems and Software* in 2010. This is confirmed by the high number of papers discussed at WoSAR and JSS, as shown in Figure 4, which provides the number of publications for venues with at least 2 SAR papers. In the area of software dependability, the venues preferred for SAR studies were ISSRE, DSN (and satellite workshops), and PRDC. However, several studies also appeared in software engineering conferences, such as ICSE, PLDI, and several other conferences published in the LNCS series. The journals with the highest number of SAR studies are JSS, TR, TDSC, SPE, and PEVA.

4. DETAILED ANALYSIS OF SOFTWARE AGING AND REJUVENATION STUDIES

In order to provide a framework for analyzing the state-of-the-art in SAR research, we introduce four orthogonal *dimensions*, that we believe can provide a comprehensive overview of the literature and insights on future research directions that could be pursued by the Software Aging and Rejuvenation community. Each dimension consists of a set of *classes* that are used to classify the surveyed studies. The dimensions are:
4.1. Type of analysis

This section deals with the type of analysis that researchers undertook in these years to study Software Aging and Software Rejuvenation.

Model-based studies: Software Aging has been analyzed starting from the empirical observation that several long-running systems are affected by transient failures and need, from time to time, to be rebooted. As early studies on telecommunication and transactional systems demonstrated [Gray 1985; Bernstein 1993], there is a high incidence of bugs that manifest themselves as memory leakage, broken pointers, unreleased file locks, and numerical error accumulation, making the system to slowly degrade its performance and to eventually fail. Therefore, practitioners adopted some form of software rejuvenation since a long time, in order to counteract aging effects [Bernstein and Kintala 2004]. This approach raised the problem of optimal scheduling of rejuvenation actions, in order to be cost-effective. [Huang et al. 1995], followed by others in the subsequent years [Garg et al. 1998a; 1995; Garg et al. 1996], attempted to model the phenomenon in order to provide an abstract view of it and a mathematical treatment. This allowed researchers to cope with software aging by formulating analytically the phenomenon, focusing the attention on how to optimally schedule rejuvenation actions.

Analytical models were first employed in order to prove that software rejuvenation can reduce the costs of system downtime [Huang et al. 1995] and minimize program
Fig. 4: Number of SAR publications in major journals and conference proceedings.
completion time \cite{Garg1996} in the presence of software aging. Model-based studies can be distinguished by the type of stochastic process used to model the phenomenon. There are many types of models adopted, typically Markov-based. These include:

— **Markov processes and semi-Markov processes**: this type of processes with their variants are today the basis for model-based SAR analysis. The first work on software aging by Huang et al. modeled the phenomenon using a four-state Continuous-Time Markov Chain (CTMC), which still represents the basic model of the phenomenon (as discussed in Section 2).

This basic model has been extended in many ways, using Markov and Semi-Markov processes. Examples are \cite{Garg1998a}, in which a *non-homogeneous* CTMC is used (i.e., in which the sojourn time in each state is not exponentially distributed), and \cite{Bao2005}, where Semi-Markov Processes are used (i.e., in which the transition rates from one state to another depend, besides the current state, on the time spent in it) to model proactive fault management.

Markov chains are still widely used in their basic form, basically to: i) analyze more complex systems, possibly with multiple rejuvenation strategies (e.g., in \cite{Xie2004} cluster systems behavior is described by CTMC), to ii) analyze aging in new contexts, such as systems using virtualization technologies (examples are given by the works in \cite{Myint2010} and \cite{Kourai2007}, where aging and rejuvenation is studied for virtualized servers), or to iii) describe more complex failure manifestation (instead of modeling one failure state causing the total service unavailability, various degrees of “failures” are considered for modeling a gradually decreasing service rate, i.e., a performance degradation; in \cite{Du2009, Pfening1996, Koutras2011, Okamura2011}, multiple degradation systems performance is described by a CTMC).

— **Other Markov-based models**: although most of studies adopt the classical Markov and semi-Markov processes, some papers explored different types of modeling. For instance, authors in \cite{Garg1995, Garg1998a, Wang2007} used Markov Regenerative Processes (MRGP), in conjunction with Stochastic Petri Nets (SPN), in order to build a simple but general model to estimate the optimal rejuvenation schedule in a software system. Markov regenerative processes are a generalization of Markov and semi-Markov processes, which can capture the behavior of real systems with both deterministic and exponentially distributed event times. Thus, while the first models consider exponentially distributed rejuvenation rate from the *failure probable* state, authors using MRGP coped with deterministic rejuvenation interval, starting from the *robust state*. Authors show the effect of the such a deterministic rejuvenation interval on the steady state expected down time and cost.

The problem of finding the optimal rejuvenation schedule has been formulated also as a **Markov Decision Process** (MDP) where: the time is discretized and represents one dimension of the state description, the decisions at each state determines if the system should be rejuvenated or not, and the solution consists in finding the optimal policy so that a cost function is minimized. An example is represented by one of the first SAR works, in \cite{Pfening1996}, where authors adopted a Markov decision process to build a software rejuvenation model in a telecommunication system including the occurrence of buffer overflows. A more recent example is represented by the work \cite{Okamura2011}, in which Partially Observable Markov Decision Processes (POMDP) are also used to model the phenomenon. In their future work, authors plan to include in the formulation information coming from the system (i.e., “signs of aging”) in order to build online adaptive algorithms to control the software
rejuvenation, in which case the strategy would be an example of hybrid approach (i.e., both model- and measurements-based), described later in this section.

— Petri Nets: Petri Nets and their numerous variants are formalisms strictly related to Markov-based models, but that are more compact and in some cases easier to define. This formalism allows more easily to express performability metrics with multiple levels of performance, and is particularly useful to express metrics in more complex systems, such as systems with multiple nodes (e.g., clusters).

For instance, Deterministic and Stochastic Petri Nets (DSPN) were employed in [Wang et al. 2007] in order to build a model to analyze performability of cluster systems under varying workload. Similarly, Stochastic Reward Nets (SRN) were used by [Vaidyanathan et al. 2001] to model clustered systems. A recent approach based on Petri nets has been presented by [Salfner and Wolter 2010], in which authors focused on the evaluation of time-triggered system rejuvenation policies using a queuing model, formulated as an extended stochastic Petri net. More recently, the work in [Andrade et al. 2011] combined Stochastic Reward Nets (SRN) with SysML to make it easier for system administrators to analyze rejuvenation in their server systems. Their goal is to adopt a semi-formal language, SysML, to describe the system configurations and maintenance operations, allowing people not having expertise in availability modeling to design and study the effects of different rejuvenation policies deployed in server systems.

Model-based studies analyze abstract models, making some simplifying assumptions about a system, such as assumptions about the underlying stochastic distributions that characterize the system. These models can apply to a wide range of systems, therefore model-based approaches can provide more general findings and can be more portable across systems than measurement-based approaches. However, model-based software rejuvenation can be less effective than measurement-based approaches, since it may not exploit some peculiarities of a specific system, and may not be able to adapt to conditions different than expected. In any case, model-based approaches rely on real data in order to populate model parameters, which could be obtained from measurement-based analysis.

Measurements-based studies: a considerable attention has also been devoted to the empirical analysis of Software Aging based on measurements from real systems. Since the phenomenon manifests itself as performance degradation and/or resources consumption [Huang and Kintala 1993; Huang et al. 1995], researchers focused on approaches for exploiting empirical measurements from the system, in order to identify whether the system is in a failure-prone state due to Software Aging, to forecast the time-to-aging-failure, and to plan Software Rejuvenation. Measurements-based studies also provide detailed information about aging phenomena in real systems, which is useful to better understand the nature and the extent of Software Aging and to raise the awareness on this issue.

The basic idea of measurement-based rejuvenation approaches is to directly monitor system variables, namely aging indicators, that can denote the onset of software aging, and predict the occurrence of aging failures by analyzing the collected runtime data statistically. This will provide hints about the best time to perform rejuvenation. Several approaches have been proposed to perform prediction, that can be grouped in:

— Time series analysis: a widely used approach is adopting time-series analysis on monitored resources. Time series are typically analyzed by first using trend tests to accept/reject the hypothesis of no trend in data (e.g., Mann-Kendall, t-student, Seasonal Kendall tests), and using techniques to estimate such trend and possible seasonality in data (e.g. multiple linear regression, regression smoothing, Sen’s slope estimate procedure, autoregressive models).
One of the first measurement-based analyses is reported by [Garg et al. 1998b]: in that paper, a set of 9 Unix Workstations was monitored for 53 days using an SNMP-based monitoring tool. During the observation period, 33% of reported outages were due to resource exhaustion, highlighting that Software Aging is a non-negligible source of failures in computer systems. In [Li et al. 2002; Grottke et al. 2006], the authors analyzed performance degradation also in the Apache Web Server by sampling web server's response time to predefined HTTP requests at fixed intervals. Collected data were analyzed using similar techniques adopted in [Garg et al. 1998b]. Seasonal patterns analysis have also been considered in [Grottke et al. 2006], in which trends are analyzed also in presence of seasonal variation in data. Time-series ARMA/ARX models have also been used by [Li et al. 2002] on the Web Server Apache, in order to estimate the resource exhaustion. Compared with the linear regression and extended linear regression models, ARX model incurs higher initial overhead, but once it is established, it can be used for prediction for a long period without reestimating the parameters in the model.

Time-series analysis has been also adopted to study the relationship of the Software Aging phenomenon with workload in complex systems, including the Linux Kernel code [Cotroneo et al. 2010], and the Java Virtual Machine [Cotroneo et al. 2011b]. In both cases, the analysis of workload parameters is used to provide indications on potential sources of Software Aging, by highlighting the subsystems whose parameters are correlated to the experienced aging trends. Principal Component Analysis (PCA) followed by multiple linear regression are adopted in such works, in order to remove first-order correlation among predictors and then to provide linear estimates of aging trends, by regression, reducing the problem of multicollinearity.

ARIMA (Autoregressive Integrated Moving Average) and Holt-Winters (Triple Exponential Smoothing) models have been used in [Magalhaes and Silva 2010], where authors developed a framework for detection of performance anomalies caused by aging, which is targeted to web and component-based applications. In particular, the framework monitors application/system parameters, used to determine the correlation between the application response time and the input workload, in turn used to train machine learning algorithms. At run-time, parameters collected by monitoring are estimated ARMA and Holt-Winters algorithms, and the estimations classified by the trained ML algorithms to determine if the application may incur in some performance anomaly.

Four different time-series models have been used in [Araujo et al. 2011b] in order to schedule software rejuvenation properly. Used models are: the linear model, the quadratic model, the exponential growth model and the model of the Pearl-Reed logistic. They have been adopted for predicting memory consumption trends on the Eucalyptus cloud computing framework.

One more paper considering non-linear models is in [Jia et al. 2008], in which aging is studied in Apache by constructing a dynamic model to describe the software aging process following the method of nonlinear dynamic inversion. Software aging process is shown to be nonlinear and chaotic.

In the best practice guide by Hoffmann et al. [Hoffmann et al. 2007], multivariate non-linear models (support vector machines, radial, and universal basis functions) have been compared with multivariate linear models. The former ones have shown better performance than linear models in the benchmarking case studies.

— **Machine learning**: Machine learning approaches are a more sophisticated form of data analysis, which adopt algorithms from the field of Artificial Intelligence (e.g., classifiers and regressors) to identify trends and classify a system state as robust or failure-prone. A work in this regard appeared in [Cassidy et al. 2002], in which authors adopt pattern recognition methods to predict Software Aging phenomena in
shared memory pool latch contention in large OLTP servers. The approach applies non-linear, non-parametric regression to a large set of system variables, and analyze the residual error between the predicted and the actual system values using a sequential probability ratio test, in order to predict the onset of Software Aging effects. Results showed that these methods allowed to detect significant deviations from “standard” behavior with a 2 hours early warning. Another example of the application of machine learning approach to predict software aging failures is explored in [Alonso et al. 2011a] in the context of a three-tier J2EE system; in that work, Alonso et al. propose a machine learning approach to build automatically regression trees models that relate several system variables (e.g., number of connections and throughput) to aging trends, based on the observation that Software Aging trends can be approximated using a piecewise linear model. The models were trained using data samples collected in preliminary experiments, and were used to predict the TTE of system resources under conditions different than the ones observed during the training phase. Three different machine learning algorithms (namely, naive Bayes classifier, decision trees and a neural network model) have been also used, in combination with time-series models, in the previously mentioned work [Magalhaes and Silva 2010], in order to predict aging in web applications.

— Threshold-based approaches: differently from the previous ones, this kind of approaches define thresholds for some aging indicators, and the rejuvenation is triggered when the monitored indicators exceed such thresholds. For instance, indicators may refer to resource consumption. Difficulties arise in identifying the best indicators and the right thresholds for them, that are able to prevent actual failures and useless rejuvenation actions at the same time. An examples of this approach is in the work [Silva et al. 2009], which adopts thresholds on mean response time and on quality of service indicators. Authors propose a rejuvenation approach based on self-healing techniques, that exploits virtualization to optimize recovery. They implemented a rejuvenation framework, called VM-Rejuv, in which an Aging Detector module detecting aging conditions based on the mentioned thresholds. The work in [Silva et al. 2006] is a further example of threshold-based approach; the paper presents an analysis of software aging in a SOAP-based server, in which a dependability benchmarking study is conducted to evaluate some SOAP-RPC implementations, focusing in particular on Apache Axis, where they revealed the presence of aging by parameters monitoring.

In [Matias Jr. 2006], authors presents an evaluation of aging effects in Apace Web server, based on a controlled experiment. In that work, the memory consumed by Apache was observed together with three controllable workload parameters: page size, page type (dynamic or static) and request rate; authors adopted thresholds on the usage of virtual memory as aging indication. The work in [Araujo et al. 2011b] combines threshold-based approach (wit ha threshold on memory utilization) with time-series analysis. It implements a rejuvenation policy in the Eucalyptus cloud computing infrastructure, by using multiple thresholds and forecasting by time series analysis models. Time-series models adopted are: linear model, quadratic model, growth curve model, and S-curve trend model. Thresholds on resources are also adopted in [Avritzer and Weyuker 2004], where threads and memory are monitored and actions are taken when they exceed some thresholds (e.g., garbage collection).

Measurement-based studies forecast software aging based on direct measurements (e.g., based on time series), and provide empirical data about software aging phenomena. The advantage of this kind of approach is that software aging forecasting can adapt to the current condition of the system (e.g., the current operational
profile, which may not have been foreseen before operation), and can accurately predict the occurrence of aging phenomena. However, this kind of approach may not be easily generalizable, since they exploit some peculiar aspect related to the nature of the considered system (e.g., the fact that some particular resource exhibits seasonal or fractal patterns [Garg et al. 1998b; Shereshevsky et al. 2003]). Moreover, measurement-based approaches are not meant to estimate long-term dependability measures such as availability.

Hybrid studies: remarkable attempts have been made to combine the benefits of both model-based and measurement-based approaches, by describing the phenomenon analytically, most often by Markov-based models, and determining the model’s parameters through measurement, i.e., via observed data. These works are here referred to as hybrid, in that they combine aspects of the previous two approaches. Despite the practical importance of hybrid approaches, only a minority of studies has been made to exploit measures for feeding models.

Interesting examples are represented by the papers [Vaidyanathan and Trivedi 1999] and [Vaidyanathan and Trivedi 2005]. They presented results of an analysis conducted on the same set of Unix workstation used in [Garg et al. 1998b]. While the latter considered only time-based trend detection and estimation of resource exhaustion without considering the workload, these papers took the system workload into account and built a model to estimate resource exhaustion times. They considered some parameters to include the workload in the analysis, such as the number of CPU context switches and the number of system call invocations. Different workload states were first identified through statistical cluster analysis and a state-space model was built, determining sojourn time distributions; then, a reward function, based on the resource exhaustion rate for each workload state, was defined for the model. By solving the model, authors obtained resource depletion trends and TTE for each considered resource in each workload state. The methodology allows carrying out a workload-driven characterization of aging phenomena. The second one of these two works [Vaidyanathan and Trivedi 2005] is a clearer example of a hybrid approach, in which: i) a measurement-based semi-markovian model for system workload is built, ii) TTE for each considered resource and state (using reward functions) is estimated, iii) and finally a semi-Markov availability model is provided, based on field data rather than on assumptions about system behavior.

A further noticeable attempt is the work carried out by Eto, Dohi and Ma [Eto et al. 2008], who used reinforcement learning to estimate the optimal rejuvenation schedule adaptively, i.e., by considering runtime data to update the estimation. Thus, their estimation technique does not require the complete knowledge on system failure (degradation) time distribution in the operational phase, even if the underlying state transition of software is governed by models, i.e., by CTMCs or SMPs.

In all the three classes of studies, one more factor to be considered is the inclusion of workload dependency in the analysis. Since aging has been shown to be clearly correlated with workload variation, several authors accounted for its impact. Thus, many authors, such as [Andrzejak and Silva 2007; Vaidyanathan and Trivedi 2005; Bao et al. 2005; Garg et al. 1998a; Matias Jr. 2006; Bovenzi et al. 2011] considered the workload in their analyses, too, and vary the estimate of the time-to-aging-failure at a given time as a function of the workload actually experienced by the system. Several different approaches have been taken for this purpose: for instance, in the discussed study [Vaidyanathan and Trivedi 2005] authors modeled the workload by a semi-Markov process, whereas in [Matias Jr. 2006; Carrozza et al. 2010; Bovenzi et al. 2011] the design of experiment technique is used to plan experiments with varying workload in a pure measurement-based approach.
Studies on rejuvenation techniques: one important area that is being investigated by researchers is about the different techniques of rejuvenation; these works do not focus on rejuvenation scheduling only, but face the problem of the efficiency of the rejuvenation action in terms of cost or downtime, by proposing or comparing several rejuvenation techniques. While model-based and measurement-based studies aim to determine the best time in which to execute rejuvenation by assuming that some software rejuvenation technique will be adopted, the aim of studies on rejuvenation techniques is to define and analyze rejuvenation approaches from a technical point of view (e.g., how to adopt virtualization not to interfere with the running service [Silva et al. 2009], or the definition of rejuvenation scheduling models for HPC systems via OS restart based on TTF or on Reliability data [Naksinehaboon et al. 2010]). We refer to this category as Rejuvenation Techniques, which cannot fall in none of the previous category. Section 4.4 reports more in detail on the different types of rejuvenation methods proposed.

Studies on avoidance, verification, and debugging of software affected by aging-related bugs: a parallel track should be taken into account, regarding many works that faced problems connected to Software Aging, but from a different perspective than the SAR research community. This track is considerably growing in the area of software engineering, and addresses problems like verification, testing, debugging, and fault avoidance, applied specifically to aging-related bugs. Examples are works on static and dynamic code analysis for aging-related fault detection such as memory leaks [Xu et al. 2011; Xu and Rountev 2008a; Weimer 2006; Heine and Lam 2006]. These works are here referred to as Verification/Testing/Debug/Avoidance studies.

Finally, some few works provide insights into aging-related bugs and failures from real field data (i.e., not obtained from controlled experiments); these are reported as Field Failure Data papers. An example of these works is the one by Grottke et al. [Grottke et al. 2010] that analyzes the reports from NASA/JPL space missions, and classifies bugs as Bohrbugs, Mandelbugs and Aging-Related Bugs. In that case, there is no aging analysis as conducted typically (i.e., analysis on the effect of aging), but the analysis is on the source of aging, i.e., aging-related bugs.

Fig. 5: Type of analysis.
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Fig. 7: Type of validation in mode-based, measurement-based and hybrid studies.

Figures 5, 6, and 7 synthesize the share of each class of works. Figure 5 shows the distribution of the type of analysis. Model-based, measurement-based, and hybrid classes cover most of the papers (50.10%, 248 papers). A significant slice of the SAR literature is represented by the “Verification/Testing/Debugging/Avoidance” class (21%), meaning that several other communities deal with topics related to Software Aging. This also highlights the need for increasing the connection and cooperation among research groups coming from the dependability and the software engineering fields, in order to get to a more uniform treatment of the problem.

Figure 6 focuses the attention on papers coming from the main track of Software Aging and Rejuvenation community, i.e., model-based, measurement-based and hybrid papers. The figure depicts the evolution over time of the three classes. For all the classes, the number of papers is increasing in the last years. In several cases, model-based papers result the largest share. The reason for this predominant trend may be that models can be used to analyze many different hypothetical situations (e.g., different types of systems, different rejuvenation strategies) without having to obtain experimental data, which allows to analyze several facets of the phenomenon by tuning or varying the analyzed model. It can also be noted that the high number of
model-based and measurement-based studies in 2008 and 2010 reflect the appearance of WoSAR and its Special Issue, as mentioned in Section 3. Measurement-based approaches, which could be more expensive to apply, were also performed in many cases, in order to provide evidences of software aging on a specific system. For sure both kind of papers are needed to study the phenomenon in a wide perspective. However, hybrid approaches represent a small part of SAR studies (7%), even though it seems to increase. We believe that hybrid studies can play an important role and deserve more attention, since they explore how to mix the best of both model- and measurement-based approaches in order to achieve efficient and adaptive rejuvenation schedules, and to be generically applicable at the same time. Indeed, hybrid approaches can provide strategies and examples on how measurements, which are typically collected by modern systems for monitoring and debugging purposes, can be exploited to mitigate software aging and improve availability and performability. Furthermore, the application of software rejuvenation schedules to real systems could serve to provide evidence that model-based approaches are effective at improving availability and performability. A remarkable example of cross-check between models and real failures can be found in [Matias et al. 2010b], where the actual time-to-failure of the Apache Web Server is compared with the prediction obtained from Accelerated Life Tests.

Finally, Figure 7 compares the mentioned approaches with respect to the type of validation that authors proposed in their work. The plot only includes publications that are model-based, measurement-based, or hybrid studies since we are considering how software rejuvenation scheduling is validated in these three types of studies. Most of model-based works are validated through simulation and/or numerical analyses, as well as measurement-based approach are mostly validated by experiments on real data. It is interesting to note, that some (very few) works among the model-based ones are validated through empirical data. For instance, the work in [Zhao et al. 2010] proposes a BP (Error Back Propagation Network) model validated through actual data from the Apache web server. Similarly, few works of the measurement-based class are validated by model-based analyses. An example is in [Kim et al. 2007], in which authors evaluate the survivability of sensor nodes in a sensor network under Denial of Service (DoS) attacks, and validate their approach through simulation.

4.2. Type of system

Software aging has been shown to affect many kinds of long-running software systems, ranging from business-oriented to highly critical systems. It is important to figure out on what class of systems researchers mainly focused their attention when studying the aging phenomenon. Different domains also mean different development practices, cycles, techniques, and methodologies, which may affect the probability of the final system of being affected by aging.

In this Section, we first roughly distinguish papers in three classes, according to the scenario in which the system is adopted: safety-critical systems, non-safety-critical systems, and unspecified. Then, a more detailed analysis on subclasses of systems is presented.

The first class indicates systems employed in scenarios that are critical from the safety point of view, i.e., systems whose malfunctioning may cause serious damages or loss of human lives, such as military systems or space systems. The non-safety-critical systems class includes business and mission-critical applications, but not safety-critical ones, such as Web Servers or DBMSs typically employed in business applications. The class unspecified refers to papers that do not present an experimentation on real systems, but that use simulations or numerical examples to demonstrate the validity of their results.
Figure 8 shows the proportion of the three classes. Papers on non-safety-critical systems are the greatest part of the literature, while safety-critical systems are discussed in a minority of cases. This can be explained in part by the fact that the latter are fewer and are much better designed and tested. Figure 9, which shows the time evolution of the two considered classes, confirms that non-safety-critical systems have always been the greatest slice, and that the distance between the number of papers on non-critical vs. critical systems seems to increase with time.

However, from the figure it is important to note that, although safety-critical systems are designed to respect stringent dependability requirements and are tested extensively, a non-negligible percentage of papers have considered aging phenomena in safety-critical systems. On one hand, this confirms that aging problems are very difficult to detect during the development phase: the percentage suggests that even though safety-critical systems are usually developed through well-defined development practices and undergo to extensive testing activities, aging can manifest itself during operation. In fact, being a subclass of Mandelbugs, aging-related bugs are hard to reproduce—even when activated, their manifestation takes long time to become evident, and this makes the testing time insufficient to reveal the problem in most of cases. On the other hand, this suggests that software aging should be systematically taken into account by developers of critical systems, both in early phases of the lifecycle and at operational time.

It should be also noted that many papers do not perform experiments on real software systems (the unspecified class). The greatest part of these papers present model-based approaches for time-based rejuvenation, and validate their approach by numerical examples, as pointed out in the previous section.

Figure 10 reports a more detailed analysis of system categories analyzed in the SAR literature. It should be noted that the sum can be different than the number of surveyed papers, since in some cases a paper may belong to more than one category (e.g., papers that analyze more than one system). The first evidence is that a quite large variety of systems has been shown to suffer from aging. It includes, among others, web applications, web servers, OSs, DBMSs, cloud computing and virtualization environments, middleware, and server applications. Among these, web applications and web servers represent a relevant slice. Indeed, this type of applications is widely spread in the market and are used by large communities in the
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Internet: this partially justifies their attractiveness as case-study for researchers. Examples of web applications used for these studies are web services and service-oriented applications (e.g., Silva et al. 2009, Andrzejak 2008, Wolter and Reinecke 2010), application servers (e.g., Ning et al. 2007; Silva et al. 2006), e-commerce applications (e.g., Alonso et al. 2011b; Avritzer and Weyuker 2004; Alonso et al. 2010; Magalhaes and Silva 2010)). Some commonly mentioned technologies in these studies are J2EE as application server, Tomcat/AXIS for web services support, and the TPC-W benchmark especially for simulating e-commerce applications. There is also a study on aging effects in client-side web applications (e.g., Kiciman and Livshits 2007).

The web server class, which is tightly related to the previous class, is also a relevant one. One of the most noticeable examples and the most studied application is the Apache Web Server. Several measurements-based analyses have been carried out on this system, especially by researchers closer to the dependability and fault toler-
ance rather than to software engineering community. Such analyses better characterized the phenomenon using this server as case study. Some of the most well-known measurements-based studies adopted Apache as case study: for instance, the work in [Li et al. 2002; Matias Jr. 2006; Grottke et al. 2006; Bovenzi et al. 2011] collect measures from Apache execution regarding resources usage, such as memory consumption, swap space, cache usage, and response times, and apply statistical techniques to predict aging. Apache data analysis also allowed to further develop solutions for coping with seasonality patterns in aging data [Grottke et al. 2006].

Server applications also account for a significant share; some relevant examples of such works are in [Castelli et al. 2001], where the impact of different (time- and prediction-based) rejuvenation policies on availability has been evaluated by means of analytical models based on stochastic reward nets (SRNs), in the IBM Director for xSeries® servers; in [Okamura et al. 2003], in which authors derive analytically the optimal software rejuvenation policies, under some system dependability measures, in a Transaction-Based Multi-Server System, also comparing single-server with multi-server configuration; in [Oppenheimer et al. 2003] failure causes using data from three large-scale Internet services are first analyzed, such as operator errors, configuration errors, failures in custom-written front-end software, and then various preventive maintenance techniques are compared to each other, finding that improvement in the maintenance tools and systems used by service operations staff would decrease time to diagnose and repair problems. Benchmark category is also relevant; the most of papers in this category is however related to static/dynamic analysis for memory leak detection, which adopt benchmark suites to test their result (e.g., [Novark et al. 2009; Jung and Yi 2008]).

It is interesting to note that the third class of systems is represented by cloud computing, which a relatively young research area. They have appeared mainly after 2007, after the widespread adoption of this kind of systems. In such studies, researchers often analyze several rejuvenation policies based on virtual machine and/or virtual machine monitor reboot/rejuvenation. Such strategies are then evaluated both by model-based approaches (e.g., [Machida et al. 2011]), and by measurements (e.g., [Kourai and Chiba 2007; Araujo et al. 2011b]). The availability of cloud computing software to experiment such strategies without excessive costs is favoring aging analysis on cloud. A relevant example is represented by the studies on Eucalyptus cloud-computing framework ([Araujo et al. 2011a; Matos et al. 2011; Araujo et al. 2011b]). Aging papers in this area are in a growing trend, since most of them have been published in 2011.

Telecommunication systems are among the first class of systems considered for aging analysis. Early examples of software aging and rejuvenation on communication systems come from AT&T labs, such as the ones provided in [Huang et al. 1995]. In those years, other studies on software aging considered telecommunications systems in their experiments: in [Huang et al. 1996] the fault tolerance capabilities of several communication products and services enriched with rejuvenation components is studied; in [Balakrishnan et al. 1997] software aging is analyzed in telecommunications billing applications, as well as in the related switching software. In subsequent years, some other papers dealt with telecommunication applications, such as the papers in [Liu et al. 2002; Liu et al. 2005] where software rejuvenation is proposed as a proactive system maintenance technique deployed in a CMTS (Cable Modem Termination System) cluster system, and the work in [Okamura et al. 2005], in which authors evaluate dependability performance of a communication network system with the software rejuvenation. Approximately half of the found work on telecommunication systems are published before 2000.
Some interesting aspects in the remaining classes are worth to mention: in the OS class, the greatest slice is represented by works on Unix and Linux systems (e.g., [Vaidyanathan and Trivedi 1999; Yoshimura et al. 2011; Cotroneo et al. 2010]); but it is worth to note also some papers on other OSs, such as Solaris [Ni et al. 2008], Windows NT [Robb 2000], and Android [Park and Choi 2012]. Works in the DNS server category are mainly aimed at preventing security-related failures by rejuvenation, such as [Huang et al. 2006] (see also 4.3), and at detecting security vulnerabilities causing aging effects [Antunes 2008]. It is finally worth to point out the Space system category, which is one of the most relevant and studied type of critical systems: examples are in [Tai et al. 1999], which describes the X2000 computing system for NASA’s 15-year long Pluto-Kuiper Express mission, and the empirical study on bugs in space missions [Grottke et al. 2010].

4.3. Aging effects and aging indicators

The analysis of aging effects (i.e., the kind of erroneous states caused by aging) and aging indicators in this section shows how Software Aging has been manifesting itself in complex software systems. Aging indicators are an important area of study, since they are instrumental for detecting when the system state is prone to aging-failures, by monitoring them during the system execution. Aging indicators can be indicators of resource usage and performance indicators. The following classes of aging indicators were identified among the surveyed studies:

**Memory consumption**: Empirical evidence showed that free memory exhibits the shortest Time to Exhaustion (TTE) among system resources [Garg et al. 1998b], and that memory management defects are a significant cause of failures [Sullivan and Chillarege 1991]. Therefore, many studies on Software Aging and Rejuvenation analyze Software Aging phenomena affecting free memory, by measuring the amount of free physical memory and swap space [Grottke et al. 2006; Vaidyanathan and Trivedi 1999], and several measurement-based approaches apply time series and statistical models to these variables.

**Performance degradation**: SAR studies have often reported performance degradation in software systems affected by Software Aging. A cause of performance degradation is the depletion of system resources: for instance, the consumption of physical memory increases the time required by memory allocation procedures and garbage collection mechanisms, since their computational complexity is a function of the amount of memory areas that have been allocated [Carrozza et al. 2010; Ferreira et al. 2011; Cotroneo et al. 2011b]. An increasing request response time and a decreasing throughput have been reported for web applications [Silva et al. 2006], web servers [Grottke et al. 2006; Matias Jr. 2006], and CORBA-based applications [Carrozza et al. 2010]. In the presence of this kind of phenomena, software rejuvenation can be triggered when the quality of service (e.g., in terms of response time or throughput) is below a given threshold.

**Other resource consumption**: Software Aging can impact on several kind of resources. Besides memory-related resources (e.g., physical memory, virtual memory, swap space, cache memory), analyzed papers deal with the these type of resources:

— filesystem-related resources, such as stream descriptors and file handles [Weimer 2006; Zhang et al. 2011; Garg et al. 1998b];
— storage, whose space may be consumed by bad management [Bobbio et al. 2001];
— network-related resources, such as socket descriptors [Weimer 2006];
— concurrency-related resources, such as locks, threads and processes [Zhang et al. 2011; Garg et al. 1998b];
— application-specific resources, such as DBMS shared pool latches [Cassidy et al. 2002] and OSGi references [Gama and Donsez 2008].

It should be noted that in several papers, the approach being proposed is not constrained to a specific resource, but is focused on detecting incorrect API usage and incorrect exception handlers that may cause a resource leakage. For instance, the work in [Zhang et al. 2011] presents an approach that dynamically mines resource usage patterns by monitoring API calls, and provides an experimental evaluation on open source programs based on the Java I/O and concurrency APIs. A frequent kind of resource leak in Java programs is represented by sockets and file handles, due to faulty exception handlers that do not release these resources [Weimer 2006; Zhang et al. 2011]. Other resources can also be affected by Software Aging depending on the kind of system, such as free disk space in DBMS systems [Bobbio et al. 2001]. Some papers analyze a wider set of resources. In [Garg et al. 1998b], a network of UNIX workstations was monitored in order to identify aging trends in the consumption of several resources (related to virtual memory, the OS kernel, the filesystem, the disk, and the network), and a statistically significant aging trend was noticed in the process table size and in the file table size (although their TTE is lower than the TTE of free memory).

In addition to the aging effects mentioned above, there exists other kind of aging effects that have been studied only in recent works. A field in which software rejuvenation has been recently studied is related to security attacks, that is, attempts of malicious users to access unauthorized resources or to make the system unavailable. In fact, security attacks may take place and gradually compromise a system over a long period of time (e.g., password theft through brute force guessing, or flood attacks that trigger software aging phenomena), which can be mitigated by periodically rejuvenating a system, such as by changing cryptographic keys, by restarting compromised processes, and by randomizing the location of data and instructions in memory [Sousa et al. 2010; Tai et al. 2005; Valdes et al. 2003; Cox et al. 2006; Huang et al. 2006; Roeder and Schneider 2010]. A challenge in deploying software rejuvenation for security purposes is to define precise aging indicators that can be related to security attacks. Currently, the aging rate has to be assumed at design time [Sousa et al. 2010; Nguyen and Sood 2009] or should be based on imperfect attack/intrusion detectors that could raise false alarms and miss attacks [Aung et al. 2005; Nagarajan and Sood 2010].

Another kind of aging effects that have been discussed in a few recent works, which we refer to as other aging effects, are related to the accumulation of numerical errors [Grottke et al. 2008] and memory fragmentation [Grottke et al. 2008; Macedo et al. 2010]. This kind of aging effects are not necessarily caused by bugs in the software, but are related to the nature of floating-point arithmetic and memory allocation algorithms, respectively. In the case of numerical errors, we did not find in the literature aging indicators able to estimate the extent of such errors in the system state.

Finally, it should be noted that many studies propose models and approaches for dealing with Software Aging regardless of which specific kind of resource depletion or aging effect is experienced, which is usually the case of model-based studies. We denote these papers as unspecified aging effects.

Fig. 11 shows the number of papers related to each class of aging indicators. Most of past studies focused on software aging effects are related to memory consumption [Garg et al. 1998b; Matias et al. 2010a; Shereshevsky et al. 2003], performance degradation [Magalhaes and Silva 2010; Zhao and Trivedi 2011] or both [Grottke et al. 2006; Silva et al. 2006; Cotroneo et al. 2007; Carrozzi et al. 2010; Silva et al. 2009; Matias Jr.
2006]. These two aspects are the most frequent issues occurring in non-safety-critical systems (see section 4.2), and they are considered by an increasing number of SAR studies (Fig. 12). These issues have less relevance for safety-critical systems. For instance, in the case of software that undergoes a safety certification process, dynamic memory management is typically avoided in order to accomplish the most stringent safety integrity levels. By contrast, none of analyzed papers tackled arithmetic issues, such as the accumulation of round-off errors. These errors are much more relevant in safety-critical contexts, given the fact that software is responsible for controlling physical actuators and an erroneous output may have severe consequences. A well-known example of aging failure related to numerical errors occurred in the Patriot missile system, which was caused by a round-off error in the conversion of the total execution time from an integer to a floating-point number [Grottke et al. 2008].

Fig. 11: Aging effects considered in past work.

Fig. 12: Aging effects in past studies per year.
4.4. Software rejuvenation techniques

The fourth dimension against which we evaluated SAR studies is with respect to the software rejuvenation techniques that were proposed or adopted to counteract software aging. As discussed in Section 4.1, most of the SAR papers are focused on determining the optimal schedule to perform rejuvenation, by either analytical models (i.e., time-based rejuvenation), or by measurements (i.e., inspection-based rejuvenation). In this section, the attention is focused on techniques adopted to rejuvenate a system. Rejuvenation aims to bring the software from a failure-prone state (e.g., errors have been accumulated due to resource leakage) to an aging-free state. Therefore, rejuvenation techniques can be compared with respect to how the state is processed and to the resulting aging-free state that is achieved after rejuvenation.

When reviewing SAR studies, we recognized two broad classes of software rejuvenation techniques, respectively application-specific actions, i.e., techniques that take advantage of special feature of the application domain or architecture, and application-generic actions, i.e., techniques that restart the system or its parts and that are not specific to a particular class of systems. Whenever a study did neither propose nor suggest rejuvenation techniques, it was classified as unspecified. We identified the following categories among application-generic techniques, discussed in the following paragraphs: Application Restart, OS Reboot, Virtual Machine Monitor (VMM) and Virtual Machine (VM) Restart, and Cluster Failover.

**Application Restart**: The whole application is restarted (e.g., all processes of the application are shut down and restarted). This is the simplest form of software rejuvenation [Huang et al. 1995; Huang et al. 1998]. It relies on state initialization mechanisms available at the OS level, which de-allocates all resources that were part of the application’s state when a process is terminated, such as dynamic memory areas, open file handles and sockets. Moreover, this rejuvenation takes advantage of initialization mechanisms that programmers introduce in their application to bring it in its initial state. This type of rejuvenation does not affect the part of the state that belongs to the software environment (i.e., the OS or other applications). For instance, OS resources that are not released when a process is terminated (e.g., a temporary file stored into a disk, or leaked memory allocated by other applications) are not reclaimed by rejuvenation.

**OS Reboot**: This action restarts the OS, and typically all the applications running in the same OS. This form of rejuvenation is also referred to as node reboot in distributed systems. Although it is possible to preserve the state of applications and restore it after the reboot, this possibility is never considered in SAR studies. In its simplest form, the OS reboot involves a hardware reset (memory and hardware devices are re-initialized and tested before software is started), the boot of the OS kernel, and the restart of all user-space applications. More sophisticated schemas reduce the time required to OS reboot, by bringing the OS in its initial state without involving a hardware reset [Nellileithertha 2004; Oracle 2012; Alonso et al. 2011b], as in the case of the Linux and the Solaris OSs. This is achieved by invalidating the contents of main memory and restarting the execution of the OS from its entry point. Another problem is represented by the loss of performance after the OS reboot: since the contents of the file cache (i.e., a copy of file contents stored in main memory to speed up file accesses) are lost after the reboot, the performance of the system is degraded until the file cache is re-populated. To solve this problem, the warm-cache reboot mechanism [Kourai 2010] preserves the file cache on main memory during the reboot and enables an operating system to restore the file cache after the reboot. Moreover, this mechanism must handle the problem of file cache inconsistency with disks (i.e., files contents that have been modified in main memory, but have not been written back to the disk before the reboot—since pending
modifications may be incomplete or affected by data corruption, they should be discarded after the reboot). CacheMind [Kourai 2010] handles this problem by running the OS in a virtual machine, and by using the Virtual Machine Monitor (i.e., a software layer that creates a virtual machine environment for an OS and its applications) to keep track of the status of file cache pages, in order to guarantee consistency after the reboot. It should be noted that, when an OS runs in a virtual machine and it is rejuvenated by an OS reboot, the virtual machine infrastructure (i.e., the VMM and the virtual machine instance in which the OS runs) is not affected by rejuvenation.

**Virtual Machine Monitor (VMM) and Virtual Machine (VM) Restart:** Software rejuvenation can act on a virtual machine infrastructure, by restarting the VMM and/or its VMs. In [Machida et al. 2010], several alternative strategies are devised, depending on whether rejuvenation only affects the VMM, or also involves VMs running on top of the VMM. In Cold-VM rejuvenation, the VMs are also restarted when the VMM is rejuvenated. In Warm-VM rejuvenation, the execution state of each VM (including the OS and applications running in the VM) are stored to persistent memory, and resumed after the restart of the VMM, in order to reduce the downtime of restarting VMs and their services (although the software running in the VMs is not rejuvenated). This operation can be quickly performed by adopting an on-memory suspend/resume mechanism, in which the memory images of VMs is preserved in main memory during the VMM restart, in order to avoid slow read/write operations to persistent storage (as in the case of RootHammer [Kourai and Chiba 2007; 2011]). In Migrate-VM rejuvenation, the downtime is further reduced by migrating a VM to another host while the VMM is being rejuvenated, in order to make them available during rejuvenation. This latter schema also does not rejuvenate VMs, and is limited by the capacity of other hosts to accept migrated VMs. The best technique (or the best combination of them) depends on the speed of storing/migrating the state of VMs and on the capacity of hosts, as well as on the aging rate of VMs and VMMs, therefore the rejuvenation policy should be determined according to these factors [Machida et al. 2010].

**Cluster Failover:** A cluster system is a system composed by a set of replicated servers that provide the same service, with the aim to provide high performance and reliability. In a cluster system, an individual server can be rejuvenated (e.g., by means of application restart or OS reboot) while the other replica are active and the workload is redirected to them (at the cost of reducing cluster performance during rejuvenation) [Avritzer et al. 2007; Wang et al. 2007; Xie et al. 2004]. Another approach is to activate a standby (i.e., idle) replica of the system when rejuvenation is triggered [Park and Kim 2002]. In [Silva et al. 2007; Silva et al. 2009], a cluster failover framework for web applications based on virtualization is proposed, namely VM-Rejuv. The framework consists of a Load Balancer, an Active Server, and a Standby Server, each running in a dedicated VM. The Load Balancer redirects requests to the Active Server while it is correctly working, and monitors the Active Server for aging symptoms (e.g., performance falls below a threshold). When rejuvenation is triggered, new requests are redirected to the Standby Server; the Active Server is rejuvenated only after that all pending requests have been processed and session data have been migrated to the Standby Server, in order to assure a clean restart (i.e., rejuvenation does not cause the loss of session data and the failure of user requests). This framework can be implemented in a cost-effective way by using off-the-shelf application servers, monitoring, and load balancing software, at the cost of a moderate overhead.

Application-generic actions do not make use of application-specific features, but rely on restarting the system or its components to perform software rejuvenation, or they activate a replica of the system. By following this approach, the system or the component being rejuvenated is brought to its initial state, which is assured to be aging-free.
This kind of rejuvenation is simple to implement since it makes use of initialization mechanisms of the system.

By contrast, application-specific rejuvenation is tailored for a specific system: it aims at reducing the cost required to perform rejuvenation, in terms of time to rejuvenate and system downtime, by cleaning a specific aging-affected resource. This kind of rejuvenation exploits peculiar features of the system, such as the peculiarities of the domain, of the software architecture, and of the kind of resources being managed. Some examples of application-specific rejuvenation in the context of OSs are represented by flushing of kernel tables and filesystem de-fragmentation. Other application-specific approaches have been discussed by SAR papers in the following contexts:

**Component-based systems:** An individual component or part of an application can be restarted to perform software rejuvenation. Compared to an application restart, this kind of rejuvenation focuses on a subset of the application state, such as the set of resources allocated by an individual process in a multi-process application. This rejuvenation approach aims to reduce the time required for rejuvenation and the application downtime, by avoiding the restart of parts of the application that are not affected by software aging. A well-known example is represented by the Apache web server [Matias et al. 2010b; Grottke et al. 2006], in which a master process spawns a set of concurrent child processes that handle client requests. This system is rejuvenated by restarting a child process after it has handled a given number of requests, or when the process is killed by the user or by other applications (e.g., in [Grottke et al. 2006], child processes are periodically restarted by the *cron* daemon to perform log rotation). A more general form of component restart is represented by *microrebootable software* [Candea et al. 2002; Candea et al. 2004], in which a system is decomposed in components that are loosely-coupled (e.g., they do not share the same memory address space) and stateless (e.g., important state is located in dedicated storage outside the application), in order to quickly restart a component without affecting the other ones. This approach has been successfully implemented in a J2EE application [Candea et al. 2004] (in which individual Enterprise Java Beans can be restarted) and in a mission-critical system [Candea et al. 2002] (consisting of a set of components running in different Java Virtual Machines). A limitation of component rejuvenation is that it can be applied only in systems made up of individually-restartable components; if this is not the case, the system has to be modified based on the microreboot schema.

**Embedded systems:** Modern embedded systems are characterized by a high degree of complexity. These systems are resource-constrained, therefore the dynamic memory requirements of software tasks have to be carefully estimated at design time. These aspects expose them to subtle aging-related bugs. In [Sundaram et al. 2007], the Opportunistic Micro-Rejuvenation approach was proposed for resource-constrained multitasking embedded systems. This approach is based on a Shared Supplementary Memory (SSM), which is a shared memory area used by tasks that exceed their stack or heap limits: when a stack or heap overflows, it is reallocated in order to grow in the SSM. When the SSM usage is greater than a threshold, the task that consumes most of the SSM is rejuvenated. This approach allows to mitigate inaccurate estimations of memory requirements and to increase the reliability of embedded systems.

**Long-running desktop applications:** The *Libckp* checkpointing library has been proposed in [Wang et al. 1995] for increasing the reliability of long-running UNIX applications. This library provides an API that allows programmers to save the program state at a given point in the program, and to restore that state in the case of failures. [Wang et al. 1995] proposed several usage scenarios of this library related to software rejuvenation. A first scenario is to bypass long program initialization (e.g., a large amount of data is read from a remote database), by storing the program state just after initialization, and using that state to restart the program. Another scenario
is to periodically revert the program to a previously checkpointed clean state in order to avoid aging symptoms and to restart the program. A requirement for this solution is that the state in which rejuvenation is performed does not contain any useful information, which makes this solution application-specific. This schema has been proposed for long-running programs that consist of a large number of independent iterations, and has been experimented in the context of CAD (Computer-Aided Design) applications, simulation programs and signal processing applications.

**Stateful distributed systems:** In distributed systems with replicas (e.g., cluster systems), software rejuvenation can be performed by deactivating a replica while the load is redirected to the remaining ones. However, this schema assumes that the system is stateless; if this is not the case, the state of the replica being rejuvenated may become obsolete and therefore be inconsistent with the other replicas that continue to execute. In order to apply rejuvenation to stateful distributed systems, a framework has been proposed in [Tai et al. 2005] based on the notion of eventual consistency, that is, a concurrency control protocol is adopted that guarantees eventual rather than immediate consistency among replicas. When a replica undergoes rejuvenation, update requests are saved in a buffer and are replayed by a sequencer, i.e., a node in a distributed system that assures that all replica receive requests in the same global order. In this way, the rejuvenated replica will appear as a “slow” replica and its state will eventually converge to the state of the other ones.

**Database management systems:** Software rejuvenation approaches have been devised specifically tailored for software aging phenomena in DBMSs. An instance of software aging phenomena is represented by the gradual increase in shared pool latches contention, that is, the increase of the waiting time for accessing shared memory areas due to synchronization mechanisms [Tsai et al. 2006; Cassidy et al. 2002]: this phenomenon is caused by the exhaustion and/or fragmentation of shared memory areas, and can be mitigated by flushing data in shared memory areas to the disk. Another instance is the exhaustion of disk space in DBMS systems due to the growth of the redo log file (i.e., a file that keeps track of committed transactions, and that is used to restore the database state from the last database backup in the case of a failure). The analysis in [Bobbio et al. 2001] copes with this phenomenon by regularly archiving the redo log file to a secondary disk. In [Baker and Sullivan 1992] an OS extension, namely the Recovery Box, is proposed to provide a quick recovery mechanism for UNIX server applications, which has been adopted to improve recovery of a DBMS system. The Recovery Box provides an API (to be used by both the applications and the OS itself) to save and restore relevant system state across reboots (e.g., session data in transaction-based systems), which is stored in non-volatile memory. This recovery speed of the Postgres DBMS is improved by storing in the Recovery Box initialization data (e.g., a cache with system catalogs), internal data structures such as hash tables and linked lists, and client connections (which have to be detected through a timeout and restarted from the client side, and requires the client to check whether its last transaction committed). Using the Recovery Box (or similar supports), a DBMS can be quickly rejuvenated by reducing its restart time.

**Runtime supports in programming languages and frameworks:** A well-known approach that mitigates software aging phenomena is represented by garbage collection, which inspects the software state in order to reclaim resources that are not reachable (i.e., there are no references to the resource) and therefore represent a waste. It is adopted in several programming languages (e.g., Java and C#) to relieve programmers of memory management duties and therefore to prevent memory and resource leak bugs, and it is provided by runtime supports in programming languages and frameworks. Garbage collection cannot assure the absence of aging-related bugs, since the leaked resource (i.e., a resource that will not be used anymore by the
program but that it is still allocated) may have references and therefore is not re-
claimable [Carrozza et al. 2010]. The Melt approach [Bond and McKinley 2008] has
been proposed for mitigating this problem through leak tolerance: it identifies reach-
able objects that are not accessed, and moves them to the disk in order to free memory.
This approach does not completely rejuvenate the software, but increases its time-to-
aging-failure in order to improve the user experience and to give developers more time
and information to fix leaks. Other approaches have been proposed for detecting and
diagnose leaks in garbage-collected environments. In [Gama and Donsez 2008], stale
references in the OSGi web application framework (i.e., references to services that
have been unloaded and therefore are invalid) are identified by tracking service refer-
ence objects through Aspect Oriented Programming. In [Xu and Rountev 2008b], Java
containers (e.g., hashmaps and lists) are profiled in order to identify stale objects in the
containers, by analyzing the time since last retrieval and memory consumption of ob-
jects. In order to make garbage collection application-independent, the Kernel-Assisted
Leak toleration (KAL) schema, proposed in [Jeong et al. 2010], introduces a OS kernel
extension to reclaim leaked memory in C/C++ software with low intrusiveness and
overhead. KAL takes a snapshot of memory while the application is running (using a
precopy schema that avoids to suspend the application), analyzes the snapshot to
identify leaks (this analysis can be performed on a remote host in order to reduce the
overhead), and reclaims memory by invoking standard memory management routines.

Several SAR studies are not based on any particular rejuvenation technique,
and assume some form of application-generic rejuvenation (e.g., application restart or
OS reboot). This is the case of most of model-based studies [Huang et al. 1995; Pfening
et al. 1996; Suzuki et al. 2003; Koutras and Platis 2008]. Therefore, we introduce the
“unspecified rejuvenation” class. This class includes studies that focus on determining
the optimal rejuvenation time, no matter what specific rejuvenation policy is adopted,
as in the case of model-based studies that are not tailored to a specific system.

Figure 13 shows the number of times each rejuvenation approach has been proposed
among the surveyed papers. We found that about two out of three papers belong to the
“unspecified” class, that is, no particular rejuvenation technique is mentioned. The
high number of "unspecified rejuvenation" papers denotes that the focus is often on optimal time scheduling rather than on the design of effective re-
juvenation actions. Among the remaining studies, application-generic actions are
evenly distributed, where Application Restart is the most commonly adopted [Huang
et al. 1995; Silva et al. 2006; Machida et al. 2011; Koutras and Platis 2011].

Application-specific rejuvenation techniques represent a minority of approaches,
where Component Restart is the most studied form of application-specific approach,
due to the remarkable number of studies on the Apache Web Server that exploit the
multi-process architecture of this software. Other techniques that rejuvenate the sys-
tem state at a more detailed level, such as ad-hoc state checkpointing mechanisms
[Wang et al. 1995], are seldom considered.

Application-specific approaches have the greatest potential to improve the
speed of rejuvenation and reduce the probability of failures. These techniques are
effective at reducing the cost of rejuvenation since they do not bring the system
to its initial state, and avoid to redo work for reconstructing the relevant system state
(e.g., to restart transactions that were taking place at the time of rejuvenaton). This
issue is negligible in the case of stateless applications (e.g., a web server) [Matias Jr.
2006; Candea et al. 2004], although it has great importance in the case of stateful ap-
lications [Tai et al. 2005; Baker and Sullivan 1992; Wang et al. 1995]. However, this
kind of approach is perceived as not cost-effective, since it needs to be tailored to the
specific application in order to save only the relevant part of the system state and avoid
to include aging-related errors in the checkpoint [Wang et al. 1995], which requires de-
velopment efforts and can be error-prone. This area has received little attention among SAR studies at the time of writing, and may deserve attention in future in order to further advance the field of software rejuvenation.

5. DISCUSSION
This paper surveyed and analyzed the literature of Software Aging and Rejuvenation with respect to four relevant aspects: the type of studies that have been conducted, the type of systems that exhibited aging phenomena, the type of aging effects that have been observed in real systems and their related aging indicators, and the techniques that have been proposed so far to rejuvenate software systems.

The first dimension (Section 4.1) highlighted that many studies have been devoted on designing analytical models for scheduling the rejuvenation time. These models are becoming more and more refined and comprehensive. However, the works addressing model-based rejuvenation often lack experimentation on real systems, and in most cases models are validated by numerical examples, or by simulations. This is an important concern towards making these studies useful for practical scenarios, because (i) models make some kind of assumptions about the system being modeled, which can be validated only by comparing the actual behavior of the system with the prediction of models, and (ii) the deployment of model-based rejuvenation on real systems can reveal practical issues that would be neglected otherwise, such as the problem of relating measurements of aging indicators with the parameters of the models and with the rejuvenation schedule. Moreover, experimentation on real systems would also provide examples of how software rejuvenation strategies can be applied, and encourage their adoption by practitioners.

A remarkable trend, which represents an interesting research area, is the development of hybrid approaches in the context of real-world systems, which leverage measurement-based approaches to exploit model-based approaches. A future direction is the implementation of frameworks for online monitoring and aging estimation to enable the adoption of Software Rejuvenation in existing systems, in order to increase in the industrial world the perception and the awareness of the Software Aging problem. A noteworthy case that pioneered this direction is the Software Rejuvenation Agent integrated in the IBM Director® server management tool, which allows system
administrators to schedule Software Rejuvenation of IBM xSeries® cluster servers [Castelli et al. 2001].

The need for additional studies on real systems is also highlighted in the analysis of the second dimension (Section 4.2). The non-negligible percentage of studies on Software Aging in safety-critical systems suggests that it is worth to further investigate this issue in safety-critical systems. In fact, safety-critical systems and their software are increasingly complex, and consequently it is more and more difficult to assure that the software is free from aging-related bugs. Therefore, it becomes important to research means to take into account aging-related bugs in the design and validation process of safety-critical software, since these bugs can affect safety requirements that are imposed on long-running systems by safety certification standards [RTCA 1992].

The analysis of the type of systems also highlighted that Software Aging has been experienced in novel application scenarios such as cloud computing systems and embedded and ubiquitous systems. It is therefore likely that this phenomenon will have to be studied and mitigated in future generations of software systems.

The analysis of aging effects and aging indicators in Section 4.3 reports that memory and performance issues were the most studied in the literature. However, further research is needed for the investigation of other kinds of Software Aging phenomena. There is evidence of several other types of aging bugs, such as numerical errors, storage-related bugs, and bugs related to the management of system-dependent data structures [Huang et al. 1995; Bobbio and Sereno 1998; Grottke et al. 2008]. In particular, there is no suitable approach among the analyzed studies that copes with the accumulation of numerical errors, for which there is not an aging indicator that could be used by traditional measurement-based approaches. We also believe that it is important to analyze more in-detail the kind of aging-related bugs that affect real systems, in order to extend SAR research towards aging effects that have been neglected in the past. Past field failure data studies [Grottke et al. 2010; Chillarege 2011] provided an estimate of the extent of aging-related bugs, although SAR researchers would benefit from studies that look at the kind of aging effects caused by aging-related bugs, as well as from data about more software systems. This analysis pointed out that Software Rejuvenation is also being considered for improving the security of software systems, by cleaning-up the system state and regenerating compromised code and data (e.g., by replacing passwords and cryptographic keys, or by adopting a new system configuration). The problem of scheduling software rejuvenation is still open, since it is unclear what is the best way to detect the onset of security-related aging effects and to predict the time to security-related failures.

Finally, in Section 4.4 we analyzed software rejuvenation techniques. This topic received less attention than the determination of the optimal rejuvenation schedule (Fig. 5). However, rejuvenation techniques are useful to keep low the cost of software rejuvenation, to achieve high availability and to reduce performance loss. Most studies adopt or assume an application-independent approach, that involves a software restart. Other approaches are being developed that are application-specific, that is, they exploit special features of the system in order to improve the efficiency of Software Rejuvenation. Research on this topic has provided interesting results in several contexts, such as embedded systems, distributed systems, and DBMSs. In particular, the problem of accounting for the state in stateful systems has to be addressed in some domains in order to avoid service disruption and data loss, and to make Software Rejuvenation affordable in these contexts. Another remarkable result is the selective rejuvenation of parts of the system by using component restarts. Since these approaches are application-dependent, additional research could be devoted to provide methodolo-
gies and frameworks for integrating Software Rejuvenation in their specific system in a cost-effective way.

REFERENCES


A:32


