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Abstract

Many new applications are enabled by combining a multi-camera system with a Time-of-Flight (ToF) camera, which is able to simultaneously record intensity and depth images. Classical approaches for self-calibration of a multi-camera system fail to calibrate such a system due to the very different image modalities. In addition, the typical environments of multi-camera systems are man-made and consist primarily of only low textured objects. However, at the same time they satisfy the Manhattan-world assumption. We formulate the multi-modal sensor network calibration as a Maximum a Posteriori (MAP) problem and solve it by minimizing the corresponding energy function. First we estimate two separate 3D reconstructions of the environment: one using the pan-tilt unit mounted ToF camera and one using the multi-camera system. We exploit the Manhattan-world assumption and estimate multiple initial calibration hypotheses by registering the three dominant orientations of planes. These hypotheses are used as prior knowledge of a subsequent MAP estimation aiming to align edges that are parallel to these dominant directions. To our knowledge, this is the first self-calibration approach that is able to calibrate a ToF camera with a multi-camera system. Quantitative experiments on real data demonstrate the high accuracy of our approach.

1. Introduction

Multi-camera systems can be found in many man-made environments. Various computer vision applications like object tracking or 3D reconstruction use such multi-camera systems. Most of these systems consist of classical CCD cameras recording 2D (color) images. A calibrated multi-camera system can be used to extract 3D information from the camera images. However, this (wide baseline) 3D reconstruction is computationally expensive and works only for textured objects.

In recent years a new type of camera became increasingly popular: the Time-of-Flight (ToF) camera [18] (Figure 1, bottom right). This type of camera uses modulated infrared light to simultaneously record intensity (grayscale) and depth images at a frequency of about 20 Hz. In contrast to stereo cameras it is able to extract depth information even from untextured objects. Another advantage is that the depth is measured in metric units, which endows the correct scale of the 3D reconstruction. Drawbacks of these cameras are their low resolution (200 × 200 or lower) and that they are not able to record color information. The combination of a ToF camera with a classical multi-camera system overcomes the drawbacks of both. Many computer vision applications benefit from such a multi-sensor system (Figure 1). To this end, an accurate calibration between the multi-camera system and the ToF camera is necessary.

State of the art for calibration of such multi-sensor systems are approaches that use a calibration pattern [11, 15, 19] or some other artificial calibration object [4, 10]. From a practical point of view, however, a pure self-calibration is most appealing. Self-calibration in this context means that no artificial landmarks or user interaction are necessary.
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The cameras estimate their rotation and position only from the images they record.

The appearance of an object in the ToF images depends strongly on its material and color. Figure 2 shows an intensity and depth image recorded by a ToF camera and an image of the same scene recorded by a classical CCD camera. Note that the stripes on the sweater on the left are not visible in the ToF intensity image. Another important property is that the depth of dark objects like the black folder in the middle is measured incorrectly. Due to these very different image modalities, the extraction of point correspondences with state of the art methods results in (almost) no correct point correspondences. Hence, point correspondence based approaches for multi-camera calibration [1, 2, 17] fail to calibrate the multi-sensor system.

Another difficulty for point correspondence based approaches is the fact that most multi-sensor systems are placed in man-made environments (e.g. building interiors), that primary consist of low textured objects. However, these environments also share the property that most of the surfaces are piecewise planar and aligned to three orthogonal dominant directions. Environments and objects with this property satisfy the so-called Manhattan-world assumption [5]. In this paper we present a method that exploits this assumption to create hypotheses for the calibration between a ToF camera and a calibrated multi-camera system. We then use these hypotheses to formulate the multi-modal sensor network calibration as a MAP problem and solve it by minimizing the corresponding energy function. We assume that the ToF camera is able to record its environment e.g. by being mounted on a pan-tilt unit (Figure 1). To our knowledge, this is the first self-calibration approach which is able to calibrate a ToF camera with a multi-camera system.

The Manhattan-world assumption has also been exploited by Furukawa et al. [6, 7] for dense 3D reconstruction of planar, non-textured surfaces like buildings or building interiors. Note that even though we are adapting some of their ideas we are aiming to solve a totally different problem. They use a calibrated multi-camera system to estimate a dense 3D reconstruction of planar, non-textured surfaces. In contrast we aim to estimate the transformation between the coordinate systems of a ToF camera and a multi-camera system.

The remainder of this paper is structured as follows. We state the problem and give an overview of our method in Section 2. Section 3 shows how to estimate the initial hypotheses. The MAP estimation of the final calibration is described in Section 4. Section 5 presents our experiments and results. Conclusions are given in Section 6.

2. Problem Statement and Method Overview

Starting point of our approach is a calibrated multi-camera system [1, 2, 17] and a ToF camera. They both have their own coordinate system. We assume that the ToF camera is able to change its point of view to record images from its environment. In our experiments we mount the ToF camera on a pan-tilt unit, but it could also be mounted e.g. on some mobile robot. The setup that we have in mind is a multi-sensor system consisting of pan-tilt unit mounted CCD and ToF cameras, similar to the one in Figure 1.

Normally, if one likes to add some camera to an already calibrated multi-camera system, the rotation $R$ and the translation $t$ need to be estimated. However, as the ToF camera is able to measure metric distances, we formulate the calibration as a similarity transformation from the coordinate system of the multi-camera system to the other.

Our approach aims to estimate this similarity transformation. To this end we exploit the Manhattan-world assumption [5]. It assumes that most surfaces in the surrounding world of the camera are piecewise planar and aligned to three orthogonal dominant directions. This assumption is satisfied for the typical environment of multi-camera systems like building interiors or urban scenes.

Figure 3 gives a schematic overview of our proposed method. It consists of two steps. First we estimate two 3D reconstructions of the complete environment: one using the multi-camera system and another one using the ToF camera (Section 3.1). For each of these 3D reconstructions we estimate the three orthogonal dominant directions by computing a histogram over the surface normal directions (Section 3.2). Given these dominant directions we can calculate hypotheses for the similarity transformation between the two coordinate systems.

In the second step we use these hypotheses as prior for a MAP estimation (Section 4) that aims to align 3D points of the multi-camera system, that are on edges parallel to the dominant directions, with edges in the ToF intensity images, that are parallel to the same dominant direction.
Note that we use a superscript $^f$ for all ToF camera related terms and a superscript $^c$ for terms related to the multi-camera system throughout the paper.

3. Estimating the Initial Candidates

3.1. 3D Reconstruction of the Environment

The input of our approach are $n$ intensity images $I^f = \{I^f_1, \ldots, I^f_i, \ldots, I^f_n\}$ and $n$ depth images $D^f = \{D^f_1, \ldots, D^f_i, \ldots, D^f_n\}$ from the environment recorded by the ToF camera. For each of these images the pinhole matrix $K^f$ and the relative pose consisting of a rotation $R^f_i$ and translation $t^f_i$ are assumed to be known. With these data it is possible to estimate a 3D point cloud. The position of a 3D point is calculated by

$$X^f = \frac{D^f_i(x^f)}{\left\lVert K^f_i^{-1} x^f \right\rVert^2_2} - R^f_i T_k K^f_i^{-1} x^f - R^f_i T_t,$$  \hspace{1cm} (2)

where $D^f_i(x^f)$ is the measured depth in the $i$-th depth image at image coordinate $x^f$. This 3D point estimation is done for each image coordinate $x^f$ in each depth image $D^f_i \in D^f$. We estimate the surface normal $n^f$ of each 3D point $X^f$ by local plane fitting.

From the multi-camera system we get $m$ images $I^c = \{I^c_1, \ldots, I^c_m\}$ with known relative poses and pinhole matrices. Given these data we estimate a 3D reconstruction using the multi-view stereo approach of Furukawa and Ponce [9]. This results in a set of 3D points $P^c$. The approach also estimates the surface normal $n^c$ of each 3D point $X^c \in P^c$.

The modalities of the two 3D reconstructions are very different. The images in Figure 3 give an impression of these. While the ToF reconstruction is very dense but quite noisy, the reconstruction using the multi-camera system is very accurate but since 3D points can only be estimated near textured objects it is also quite sparse.

3.2. Estimating the Dominant Directions

The surfaces in a Manhattan-world are aligned to three orthogonal dominant directions. For each of our 3D reconstructions we want to estimate these directions. Similar to [6], we first build two histograms $h_n^c$ and $h_n^f$ of surface normal directions $n$ (with $\left\lVert n \right\rVert_2 = 1$) over a unit hemisphere. Since we are only interested in the directions of the surface normals, we do not need a histogram over a complete sphere. Hence the normal directions $-n$ and $n$ are mapped to the same histogram bin.

Note, that the reconstructions of many realistic scenes consist only of two orthogonal dominant directions (see example histograms in Figure 3). This is why we search the histograms for the two unit normals $\hat{n}_q, \hat{n}_r$, that

$$\arg\max_{n_q, n_r} (h(n_q) + h(n_r)) \text{ with } n_q \times n_r = 0.$$

These correspond to the three orthogonal dominant directions $d_1 = \hat{n}_q, d_2 = \hat{n}_r$ and $d_3 = \hat{n}_q \times \hat{n}_r$. At the end of this procedure, we have the three dominant directions of the ToF camera reconstruction $V^f = \{d_1^f, d_2^f, d_3^f\}$ and of the multi-camera reconstruction $V^c = \{d_1^c, d_2^c, d_3^c\}$.

The estimated directions are basically the same but estimated in different coordinate systems. There are exactly 24 rotations $\{R_1^f, \ldots, R_5^f, \ldots, R_{24}^f\}$ that align the three orthogonal directions of one set with the directions of the other set (also considering negative directions).

Figure 3. Overview of the proposed method. Each step is explained in the indicated Section.
We now form a set of 24 initial similarity transformations \( \{ S_1, \ldots, S_k, \ldots, S_{24} \} \) using the rotations \( R_i \) and calculating the translation and scale by minimizing the distance between the depth measured by the ToF camera and the depth of the transformed 3D point set \( P_c \)

\[
\arg\min_{t^a, a^r}\sum_{X^c \in P_c} \min_{i} \left| D_i^f \left( \pi_i^S (X^c) \right) - \| c_i^S (X^c) \|_2 \right| . \tag{4}
\]

The function

\[
c_i^S (X^c) \overset{\text{def}}{=} R_i^f \left( a^r R^a X^c + t^a \right) + t_i^f \tag{5}
\]

transforms a 3D point \( X^c \) from the coordinate system of the multi-camera system to the coordinate system of the \( i \)-th image of the ToF camera using the similarity transformation \( S_i \). The function

\[
\pi_i^S (X^c) \overset{\text{def}}{=} K_i c_i^S (X^c) \tag{6}
\]

projects a 3D point \( X^c \) from the multi-camera coordinate system into the \( i \)-th image of the ToF camera using the similarity transformation \( S_i \). We use the downhill simplex method \cite{Nelder1965} for the optimization of (4).

One might assume that an energy minimization similar to (4) (optimizing also the rotation) should suffice to estimate the correct similarity transformation. Unfortunately this is not the case. This is due to the different modalities of the two 3D data sets. The 3D reconstruction obtained by the multi-camera system consists only of few 3D points on planar surfaces, most points are along object edges. Exactly at these object edges the depth measurement of ToF cameras is very inaccurate. The accuracy also suffers from exactly at these object edges the depth measurement of ToF cameras is very inaccurate. The accuracy also suffers from

4.1. Edges Parallel to Dominant Directions

Similar to \cite{Lichtenstorfer2013}, we use the estimated dominant directions \( \nu^f \) and \( \nu^c \) to find edges in the camera images \( I^f \) and \( I^c \) that are parallel to one of these directions. We search the images for image coordinates lying on image edges \cite{daSilva2010} that are parallel to one of the dominant directions \( d \in \mathcal{V} \). An image edge at image point \( x \) is parallel to a dominant direction \( d \) if it passes through \( x \) and the vanishing point \( v_d \) of the direction \( d \). All the image points \( x_{i,d}^f \) from the ToF intensity images that fulfill these constraints for the direction \( d \) are stored in the set \( \mathcal{J}_d^f \). For each of these image points the index of its image \( i \) is known. The set \( \mathcal{J}_d^c = \{ J_{d_1}^f, J_{d_2}^f, J_{d_3}^f \} \) contains the image point sets of the three directions. Figure 4 shows a ToF intensity image and the extracted edges. Each edge direction is colored differently.

The same procedure is repeated for the images of the multi-camera system \( I^c \). But instead of storing the image points that lie on an edge parallel to one of the dominant directions \( d \), we store the 3D points, that are projected to one of these edges, in the point set \( \mathcal{P}_d^c \). The set \( \mathcal{P}_d^c \overset{\text{def}}{=} \{ P_{d_1}, P_{d_2}, P_{d_3} \} \) contains the 3D point sets of the three directions.

4.2. MAP Estimation

Given \( \mathcal{J}_d^f \) and \( \mathcal{P}_d^c \) we want to estimate the similarity transformation \( S_i \). In order to increase the robustness against noise and outliers we formulate a Maximum a Posteriori (MAP) problem

\[
\arg\max_{S} p \left( \mathcal{J}^f \mid \mathcal{J}_d^f, \mathcal{P}_d^c \right) \sim p \left( \mathcal{J}^f \mid \mathcal{J}_d^f, \mathcal{P}_d^c \mid S \right) p \left( S \right) , \tag{7}
\]

where \( p(\mathcal{J}^f \mid \mathcal{J}_d^f, \mathcal{P}_d^c \mid S) \) is the likelihood and \( p(S) \) is the prior. We define the likelihood as

\[
p \left( \mathcal{J}^f, \mathcal{P}_d^c \mid S \right) \overset{\text{def}}{=} \prod_{d \in \mathcal{V}} \max_{X_d^c \in \mathcal{P}_d} \max_{X_d^f \in \mathcal{J}_d^f} e^{-\lambda d} (x_{i,d}^f \cdot X_d^c) \tag{8}
\]

where \( \lambda \) is the parameter of the exponential distribution and

\[
d_f (x_{i,d}^f, X_d^c) \overset{\text{def}}{=} \min \left( d_i, \| x_{i,d}^f - \pi_i^S (X_d^c) \|_2 \right) \tag{9}
\]

is the minimum between the length of the image diagonal \( d_i \) in pixels and the Euclidean distance between the projection of \( X_d^c \) and the image point \( x_{i,d}^f \), both lying on an edge parallel to the same dominant direction \( d \). This distance function increases the robustness against outliers. The likelihood (8) is high if each 3D point is projected on an image.
edge with the same dominant direction. Note that the assignment of the dominant directions is given by the rotation of the similarity transformation.

The prior should be high if the distance of $S$ to one of the initial 24 similarity transformations $S_k$ is small. The distance between two similarity transformations is actually defined by three distances: the rotation distance $d_R(S, S_k)$ in degree, the translation distance $d_t(S, S_k)$ in meters and the relative scale difference $d_a(S, S_k)$. We model the prior

$$ p(S) = \min_k e^{-\lambda_R d_R(S, S_k)} e^{-\lambda_t d_t(S, S_k)} e^{-\lambda_a d_a(S, S_k)} $$

as the product of three exponential distributions, where $\lambda_R$, $\lambda_t$ and $\lambda_a$ are the parameters of these distributions.

In order to find the optimum of this MAP estimation, we initialize an optimization at each of the initial similarity transformations. The optimization is done using the downhill simplex method [13]. The similarity transformation with the highest probability is the final MAP estimate.

5. Experiments and Results

5.1. Experimental Setup

In our experiments we use a PMD Technologies PMDvision 19K ToF camera (resolution $160 \times 120$) that is mounted on a Directed Perception PTU-46-17.5 pan-tilt unit (Figure 1, bottom right). The poses $R^i_t$, $t^i_t$ of these ToF images are provided by the pan-tilt unit.

The CCD images are recorded with two statically mounted AVT Pike cameras (resolution $1388 \times 1038$) and a handheld Canon 500D camera (resolution $2352 \times 1568$). For the calibration of the CCD images we use the Bundler software of Snavely [16]. 3D reconstruction is done using the PMVS software of Furukawa and Ponce [8]. For the ground truth calibration between the two static cameras and the ToF camera we use the calibration pattern based MultiCameraCalibration software of Schiller [14]. This software is also used to estimate the intrinsic parameters of the ToF camera. We use the point correspondences extracted from the calibration pattern to calculate the reprojection error of our calibration. The calibration errors presented in Section 5.2 are between the ToF camera and the two static cameras.

Our method is tested on a total of 12 calibrations using different camera setups and two different rooms. Figure 5 shows some example images of the two rooms. The rooms are typical office/laboratory environments. They differ in size, inventory and amount of texture. Depending on the camera setup 90 − 160 images are recorded, about half of these are ToF images.

Note, that in none of our experiments the ToF and multi-camera 3D reconstructions cover the complete or exactly the same part of the room. However, the 3D reconstructions need to provide enough information to estimate the dominant directions. This is why in our experiments at least two walls of the room are included in the 3D reconstructions.

In our experiments we use 1005 bins for the normal histograms and the parameter of the exponential distribution (8) is set to $\lambda = 1.0$. The three parameters of the prior (10) are set to $\lambda_R = 0.01$, $\lambda_t = 0.025$ and $\lambda_a = 10.0$. The choice of these parameters is not crucial as additional experiments show.

5.2. Results

We present the results of our experiments in Figure 6 using box plots. The box depicts the 0.25 and 0.75 quantiles, the line in the middle is the median, the dashed lines represent the 1.5 interquartile range, and crosses are outliers. For further details please refer to [12]. The plot shows the rotation and translation direction error in degree, the position error in millimeters and the reprojection error of the ToF camera and the two static CCD cameras in pixels. Note, that the reprojection error is calculated using the estimated calibration and point correspondences which are extracted from a calibration pattern.

We achieve a median error of 0.87 degree for the rotation and 57 mm for the position of the ToF camera relative to the multi-camera system. Particularly the achieved median ToF reprojection error of 1.23 pixels is very low considering the difficult image modalities of this camera. However, many calibration pattern based methods [11, 15] also estimate a model to correct systematic errors in the depth measurement of the ToF camera. A focus of our future research will be to estimate such a model using our calibration.

A qualitative impression of the calibration is given in Figure 7: the images on the left and in the middle show the 3D reconstruction using the multi-camera system and the ToF camera, respectively. The 3D reconstruction in the right image uses the estimated calibration to combine the dense 3D point cloud of the ToF camera with the color images of the multi-camera system. The white stripes in the two 3D point clouds on the right result from areas where the ToF camera did not record any images.

In the current OpenMP implementation, the calibration takes about 15 minutes on an off-the-shelf quad-core CPU.
Figure 6. Left and center: The calibration error of the ToF camera relative to the multi-camera system. Right: Separate reprojection errors for the ToF camera and the static CCD cameras of the multi-camera system.

Figure 7. 3D point clouds of the same scene using the multi-camera system (left), the ToF camera (middle) and the calibrated multi-sensor system (right).

Since many parts of our approach can run in parallel, a GPU implementation will improve the runtime significantly.

6. Conclusions and Future Work

We presented a novel extrinsic self-calibration method for calibrating a Time-of-Flight (ToF) camera with a calibrated multi-camera system. Such a calibrated multi-sensor system combines the advantages of a ToF camera, which is able to record depth information in real-time, and a multi-camera system, which records high resolution color images. Our approach does not need any artificial calibration object or user interaction. Instead we exploit the Manhattan-world assumption. Even though this assumption limits the application areas of our approach, it is satisfied by most of the environments of typical multi-camera system applications. To our knowledge this is the first self-calibration approach for such a multi-sensor system. Although the individual steps in our approach seem straightforward the effective combination and MAP based calibration lead to a high accuracy in different experiments covering environments with low texture, occlusions and ambiguities. We achieved a median error of 0.87° for the rotation, 57 mm for the position and 1.23 pixels for the reprojection of the ToF camera. In our future work we aim to estimate a model to correct systematic errors in the depth measurement of the ToF camera.
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