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Abstract. A new method for designing two-channel causal stable IIR PR filter banks and wavelet bases is proposed. It is based on the structure previously proposed by Phoong et al. (1995). Such a filter bank is parameterized by two functions $\alpha(z)$ and $\beta(z)$, which can be chosen as an all-pass function to obtain IIR filterbanks with very high stopband attenuation. One of the problems with this choice is that a bump of about 4 dB always exists near the transition band of the analysis and synthesis filters. The stopband attenuation of the high-pass analysis filter is also 10 dB lower than that of the low-pass filter. By choosing $\beta(z)$ and $\alpha(z)$ as an all-pass function and a type-II linear-phase finite impulse response (FIR) function, respectively, the bumping can be significantly suppressed. In addition, the stopband attenuation of the high-pass filter can be controlled easily. The design problem is formulated as a polynomial approximation problem and is solved efficiently by the Remez exchange algorithm. The extension of this method to the design of a class of IIR wavelet bases is also considered.
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1 Introduction

Perfect reconstruction (PR) multirate filter banks have important applications in signal analysis, coding, and the design of wavelet bases. Figure 1(a) shows the block diagram of a two-channel maximally decimated filter bank. The system is called a PR system if the output $\tilde{x}(n)$ is identical to the input $x(n)$ except for some constant scaling and time delay. The theory of PR filter banks has been extensively studied.\textsuperscript{1–4} In finite impulse response (FIR) filter banks, all the analysis filters and the synthesis filters are FIR filters and the PR condition is considerably simplified. More precisely, the filter bank is PR if the determinant of its polyphase matrix is equal to some delay. In IIR filter banks, the entries of the polyphase matrix become rational functions and the system is PR if the determinant of its polyphase matrix is a minimum phase function. In addition to the more complicated PR condition of IIR filter banks, it is also very difficult to ensure that the IIR filters be causal stable. Early attempts typically have noncausal stable filters or causal unstable filters.\textsuperscript{5–9} In Refs. 5 and 6, causal stable IIR PR filter banks are designed by using factorization of the polyphase matrix. However, satisfactory design results are not obtained. Design of causal stable IIR PR filter bank using optimization techniques has also been proposed in Ref. 11 where the Lagrange multiplier and Lagrange-Newton methods are used to perform the optimization. However, satisfactory results are not obtained and the stability of the filters cannot be guaranteed. One of the most successful designs of causal stable IIR PR filter banks is the one reported in Ref. 12, where a new structure for two-channel IIR PR filter banks was proposed. Such structurally PR filter banks is parameterized by two functions $\alpha(z)$ and $\beta(z)$, which can be chosen as an all-pass function to obtain IIR filter banks with very high stopband attenuation. The design procedure is also very simple. One of the problems with this choice of $\alpha(z)$ and $\beta(z)$ is that a bump of about 4 dB always exists near the transition band of the analysis and synthesis filters. Moreover, the stopband attenuation of the low-pass analysis filter is always 10 dB higher than that of the high-pass filter. To overcome these problems, an improved algorithm using general rational functions for $\alpha(z)$ and $\beta(z)$, instead of the all-pass function, was recently reported in Ref. 14. The bumping problem in the transition band is considerably suppressed. However, due to the use of the general rational functions, the advantages of the all-pass functions such as low implementation complexity and low coefficient sensitivity are lost. Moreover, the design procedure is considerably more complicated than that in Ref. 12 and the stability of the IIR filters cannot be guaranteed, especially for filters with high order. Another method based on the transformation of a FIR prototype filter was proposed in Ref. 15. Due to the use of the transformation, this method will have considerable restriction on the selection of the analysis/synthesis filters and the system delay.

In this paper, we show that when $\beta(z)$ is chosen as an all-pass function, it is still possible to suppress the bumping problem when $\alpha(z)$ is chosen as a linear-phase FIR function. This has also been observed previously in the paper by Kim and Ansari,\textsuperscript{12} but no detailed design procedure is
given. There are several advantages of this structure. First of all, the advantages of using the all-pass function, such as high stopband attenuation, low implementation complexity, and low coefficient sensitivity, are preserved. Second, the use of a linear-phase FIR function not only helps to reduce the bumping problem, but also provides considerable freedom in choosing the stopband attenuation and the delay of the highpass filter. Moreover, due to the simple structure of the FIR function, the design problem of the high-pass filter can be formulated as a polynomial approximation problem. In particular, it is shown that the least-squares and minimax designs of the high-pass filter can be formulated as the familiar least-squares and the Chebyshev approximation problems, respectively. Both of them can be solved effectively using existing techniques. As a result, causal stable IIR filter banks with approximately linear-phase frequency response and flexible stopband attenuation can be designed easily using the proposed method. Compared with the methods proposed in Refs. 12 and 14, the stopband attenuation of both the low-pass and high-pass filters can be easily controlled without any stability problem. Also, due to the use of the Remez exchange algorithm, the design complexity is extremely low. The generalization of the present approach to the design of a class of IIR wavelet bases is also studied. By factoring the type II linear-phase FIR function, it is possible to impose the regularity condition on the analysis filters to construct the IIR wavelet bases. Several design examples are given to demonstrate the usefulness of the proposed method. Comparison with other conventional approaches is also given.

The outline of this paper is organized as follows. In Sec. 2, a brief summary of the two-channel structural PR filter bank proposed in Ref. 12 is given. The proposed method and several design examples are given in Sec. 3. Section 4 is devoted to the design of dyadic wavelet bases derived from these two-channel IIR filter banks. Finally, the conclusions are drawn in Sec. 5.

2 Two-Channel Structural PR Filter Banks

Figure 1(a) shows the structure of a two-channel maximally decimated multirate filter bank. It can be shown that the reconstructed signal $Y(z)$ is given by

$$Y(z) = T(z)X(z) + A(z)X(-z),$$

where

$$T(z) = \frac{1}{2} [H_0(z)G_0(z) + H_1(z)G_1(z)],$$

and

$$A(z) = \frac{1}{2} [H_0(-z)G_0(z) + H_1(-z)G_1(-z)].$$

The aliasing term $A(z)$ can be canceled if the analysis and synthesis filters are chosen as follows:

$$G_0(z) = -H_1(-z), \quad G_1(z) = H_0(-z).$$

The PR filter bank will be perfect reconstruction if the transfer function $T(z)$ is equal to some delay

$$T(z) = cz^{-n_0}.$$  

Combining Eqs. (2) and (3) one gets the following PR condition in $H_0(z)$ and $H_1(z)$:

$$T(z) = \frac{1}{2} [H_0(-z)H_1(z) - H_0(z)H_1(-z)] = cz^{-n_0},$$

where $n_0$ is an integer and $c$ is a nonzero constant. For IIR filter banks, $H_0(z)$ and $H_1(z)$ are rational functions. In Ref. 12, a class of structurally PR two-channel FIR and IIR filter banks, as shown in Figs. 1(b) and 1(c), was proposed. The polyphase matrix of the filter bank is factored as

$$E(z) = \begin{bmatrix}
0.5 & 0 \\
-0.5\alpha(z) & 1
\end{bmatrix}
\begin{bmatrix}
z^{-N} & \beta(z) \\
0 & z^{-M}
\end{bmatrix}
+ \begin{bmatrix}
0.5z^{-N} & 0.5\beta(z) \\
-0.5z^{-N}\alpha(z) & -0.5\alpha(z)\beta(z) + z^{-M}
\end{bmatrix}.$$

The corresponding expressions for the analysis filters are...
$$H_0(z) = \frac{z^{-2N} + z^{-1}B(z^2)}{2}, \quad (8)$$

$$H_1(z) = -\alpha(z^2)H_0(z) + z^{-2M-1}. \quad (9)$$

An advantage of such structural system is that it is PR even if the coefficients of $\alpha(z)$ and $\beta(z)$ are quantized. In Ref. 12, $\alpha(z)$ and $\beta(z)$ are chosen to be identical and the delay $M$ is chosen to be $2N-1$. It can be seen from Eqs. (8) and (9) that $H_0(z)$ can be made an ideal low-pass filter if $\beta(z)$ has the following magnitude and phase responses

$$|\beta(e^{j\omega})| = 1 \quad \forall \omega, \quad (10a)$$

$$\angle \beta(e^{j\omega}) = \begin{cases} -2N + 1 & \text{for } \omega \in [0,\pi/2] \\ -2N + 1 + \pi & \text{for } \omega \in (\pi/2,\pi]. \end{cases} \quad (10b)$$

Another advantage of this structure is that $\beta(z)$ can be chosen as a polynomial or a rational function to obtain structurally PR FIR or IIR filter banks, respectively. In the latter case, the PR filter bank will be causal stable if $\beta(z)$ is causal stable. In Ref. 12, $\beta(z)$ is chosen to be a causal stable all-pass function so that Eq. (10a) is met exactly while Eq. (10b) is approximately satisfied. In the FIR case, $\beta(z)$ is chosen to be a type II linear-phase function with magnitude response as close to unity as possible. Both of these techniques yield filter banks with very high stopband attenuation. As mentioned earlier, such IIR filter banks using the all-pass function has a bump of about 4 dB at $\omega = \pi/2$, no matter how $\beta(z)$ is designed. The stopband attenuation of the high-pass filter $H_1(z)$ is also about 10 dB lower than that of the lowpass filter $H_0(z)$. Instead of using general rational functions for $\alpha(z)$ and $\beta(z)$ as in Ref. 14, $\beta(z)$ is chosen as an all-pass function, while $\alpha(z)$ is chosen as a type II linear-phase FIR filter. The motivation is based on the observation that the bumping problem for this type of structural PR filter bank is much less serious in the FIR case. In fact, by applying model reduction\(^1\) to the function $\alpha(z)$ in an existing FIR filterbank, causal stable IIR PR filter bank with no bumping can readily be designed.\(^1\) However, the implementation complexity of the resulting IIR filter bank is only slightly lower than that of its linear-phase FIR counterpart. The reason is that the IIR filters after model reduction is in general a stable rational function without any structure, unlike the all-pass function. In this paper, we show that when $\beta(z)$ is chosen as an all-pass function, the bumping problem can be significantly reduced when $\alpha(z)$ is chosen as a linear-phase FIR function. The all-pass function produces filter with very high stopband attenuation. In addition, only $N$ multiplications are required to implement a filter of order $N$. The all-pass function is also well known for its low sensitivities to coefficient quantization. The linear-phase FIR function $\alpha(z)$ not only helps to reduce the bumping problem but also provides more freedom in choosing the stopband attenuation and the delay of $H_1(z)$. The design of $H_1(z)$ is therefore considerably simplified without any stability problem. In fact, it is shown in the following section that the design of $H_1(z)$ using the $L_2$ and $L_\infty$ norm can be formulated as the least-squares and the Chebyshev approximation problems, respectively. 

### 3 Proposed Methods

#### 3.1 Problem Formulation

As mentioned earlier, all-pass-based filter design possesses many attractive properties such as better frequency characteristic, low implementation complexity, and low sensitivities to coefficient quantization. By choosing $\beta(z)$ to be an allpass function as follows:

$$\beta(z) = \frac{\sum_{k=0}^{N} a_{N-k}z^{-k}}{\sum_{k=0}^{N} a_{N-k}z^{-k}}, \quad (11)$$

it is possible to realize $H_0(z)$ with the aforementioned properties. The design of all-pass-based low-pass filter has previously been addressed in Ref. 13, where the problem is formulated as an eigenvalue problem.\(^1\)

Having assumed that $H_0(z)$ is a reasonably good low-pass filter, we now proceed to formulate the problem of designing $H_1(z)$ with $\alpha(z)$ a type II linear-phase function. It can be seen from Eqs. (8) and (9) that the frequency response of $H_1(z)$ depends on both the lowpass filter $H_0(z)$ and the function $\alpha(z)$.

Let $\omega_p$ and $\omega_s$ be, respectively, the passband and stopband cutoff frequencies of $H_0(z)$. Similarly, let $\omega_{p1}$ and $\omega_{s1}$ be the passband and stopband cutoff frequencies of $H_1(z)$, respectively. If $\omega_{p0} = \omega_{s1} = \omega_p$ and $\omega_{s0} = \omega_{p1} = \omega_s$, then the ideal frequency response of $H_1(e^{j\omega})$ is

$$H_l(e^{j\omega}) = \begin{cases} 0 & 0 \leq \omega \leq \omega_p \\ \exp[-j\omega(2M+1)] & \omega_s \leq \omega \leq \pi. \end{cases} \quad (12)$$

The error function $E(\omega)$ of the high-pass filter $H_1(z)$ is defined as

$$E(\omega) = \exp[-j\omega(2M+1)] - \alpha(e^{2j\omega})H_0(e^{j\omega}) - H_l(e^{j\omega}). \quad (13)$$

The weighted distortion measure using the $L_p$ norm of $E(\omega)$ in the passband $I_p = [\omega_s, \pi]$ and stopband $I_s = [0, \omega_s]$ is given by

$$D_p(\alpha) = \int_{I_p} \cup I_s W(\omega) |E(\omega)|^p d\omega, \quad (14)$$

where $W(\omega)$ is a positive weighting function. For simplicity, the $1/p^{th}$ power of $D_p$ has been dropped. Usually $p$ is chosen to be two or $\infty$, which corresponds to the $L_2$ and the $L_\infty$ norms, respectively. The optimal $\alpha_p(z)$, with respect to $D_p$, is therefore given by,

$$\alpha_p(z) = \arg \min_{\alpha} D_p(\alpha). \quad (15)$$

Since the minimization in Eq. (15) involves $\alpha(e^{2j\omega})$, which is periodic with period $\pi$, it is different from the conventional Chebyshev approximation. In fact, for a given value of $\omega \in [0, \pi/2]$, $\alpha(e^{2j\omega})$ will affect the values of
\( H_1(z) \) at \( \omega \) as well as \( \omega + \pi \). Fortunately, due to the special structure of Eq. (9), further simplification is possible. First of all, it is noted that the magnitude of \( \alpha(e^{j\omega}) \) should approximately be equal to 1, except possibly around \( \omega = \pi/2 \), where it may be even smaller, to obtain filter with good frequency characteristic. It then follows from Eq. (9) that the ripple of \( H_1(e^{j\omega}) \) in the passband is approximately equal to the stopband attenuation of \( H_0(e^{j\omega}) \). This enables us to minimize only the stopband attenuation of \( H_1(\omega) \) using \( \alpha(e^{j\omega}) \), instead of minimizing Eq. (9) over both the pass- and stopbands, and relies on the high stopband attenuation of \( H_0(e^{j\omega}) \) to achieve small passband ripples. The latter is usually satisfied because \( H_0(e^{j\omega}) \) is derived from the all-pass function, which can be designed independently. By increasing the length of \( N \), the stopband attenuation of \( H_1(e^{j\omega}) \) can be improved in exchange for a greater delay. We now consider the design of \( \alpha(z) \) using the following type II linear-phase FIR filter,

\[
\alpha(e^{j\omega}) = \exp(-j \omega M_{\text{odd}}/2) \cos(\omega/2)P(\cos \omega) ,
\]

(16a)

where

\[
P(\cos \omega) = \sum_{k=0}^{L} a_k(\cos \omega)^k .
\]

(16b)

From Eqs. (8), (9), and (16), it can be seen that \( M_{\text{odd}} \) and hence \( L \) should be chosen as \( 2(M-N)+1 \) and \( (M_{\text{odd}} - 1)/2 = M - N \), respectively. Substituting Eq. (16) into Eq. (13), we have

\[
E(\omega) = \exp[-j \omega(2M+1)] - \exp[-j \omega M_{\text{odd}}] \cos(\omega)P(\cos(2\omega))H_0(e^{j\omega}) ,
\]

\[
\omega \in [0, \pi/2] ,
\]

(17)

For the all-pass-based low-pass filter, the passband is approximately linear phase with transfer function given by

\[
H_0(e^{j\omega}) = A(e^{j\omega}) \exp(-j 2 \omega N) ,
\]

(18)

where \( A(e^{j\omega}) \) is a complex function and is approximately equal to one if \( \beta(z) \) is of sufficiently high order. Therefore Eq. (17) can be simplified to

\[
E(\omega) = \exp[-j \omega(2M+1)] - \exp[-j \omega M_{\text{odd}} + 2N] \times A(e^{j\omega}) \cos(\omega)P(\cos(2\omega)) \\
= \exp[-j \omega(2M+1)] \times (1 - \cos(\omega)P(\cos(2\omega)) \cdot A(e^{j\omega})) ,
\]

\[
\omega \in [0, \pi/2] .
\]

(19)

As \( P(\cos(2\omega)) \) is a real-valued function, the minimum value of

\[
|1 - \cos(\omega)P(\cos(2\omega)) \cdot A(e^{j\omega})|
\]

is attained when

\[
P_d[\cos(2\omega)] = \frac{\text{Re}[A(e^{j\omega})]}{|A(e^{j\omega})|^2 \cos \omega} , \quad \omega \neq \pi/2 .
\]

(20)

This is best explained geometrically as shown in Fig. 2, where \( \alpha \) and \( A \) stand, respectively, for \( \cos(\omega)P(\cos(2\omega)) \) and \( A(e^{j\omega}) \). We can see that \( |E(\omega)| \) is minimum when \( \alpha A \) is the projection of 1 in the direction of \( A \). The corresponding value of \( \alpha \) is determined to be \( \text{Re}(A)/|A|^2 \), which leads to Eq. (20).

Writing \( x = \cos(2\omega) \), the design problem becomes a polynomial approximation problem,

\[
a_{k,\text{opt}} = \arg \min_{a_k} \int_{I_x} \tilde{W}(x) |P(x) - P_d(x)|^p \, dx ,
\]

(21)

\( I_x = (-1, \bar{x}) \cup [x_s, 1] \), \( \bar{x} < x_s = \cos(2\omega_p) \).

The interval \( (0, \bar{x}) \) is an optional disjoint interval to control the values of \( P(\cos(2\omega)) \) in the transition band of \( H_1(e^{j\omega}) \) and \( \tilde{W}(x) \) is a positive weighting function. Since \( \alpha(e^{j\omega}) \) is a type II linear-phase function, it is equal to zero at \( \omega = \pi \), i.e., \( \alpha(e^{j\pi}) = 0 \). The actual value of \( \bar{x} \) determines how large the values of \( P(\cos(2\omega)) \) are in the interval \( \{-1, \bar{x}\} \) [i.e., in the transition band of \( H_1(e^{j\omega}) \)]. If \( p = \infty \), Eq. (21) reduces to the familiar Chebyshev approximation, which can be solved using the Remez exchange algorithm with ideal frequency response given by Eq. (20) and weighting function \( \tilde{W}(x) \), given by

\[
\tilde{W}_0(x) = \cos(0.5 \cdot \arccos(x)) |A(\exp[j0.5 \arccos(x)])|^2 .
\]

(22)

According to the alternation theorem, the optimum solution in Eq. (21) must have a minimum of \( L+2 \) alternations in \( I_x \). Normally, the values of \( \bar{x} \) are very small, therefore, all the alternations appear in the band edges and the interval \([x_s, 1]\).

If \( p = 2 \), Eq. (21) becomes a least-squares design problem:

\[
a_{k,\text{opt}} = \arg \min_{a_k} \int_{I_x} \tilde{W}(x) |P(x) - P_d(x)|^2 \, dx ,
\]

(23)

\( I_x = (-1, \bar{x}) \cup [x_s, 1] \), \( \bar{x} < x_s = \cos(2\omega_p) \).

Let
Substituting Eq. (16b) into Eq. (24), one gets, after some manipulation, the following

\[ E(\omega) = a^T Q a - 2a^T r + c, \]  

where

\[ a = [a_0 \ a_1 \ \cdots \ a_L]^T, \quad r = [r_0 \ r_1 \ \cdots \ r_L]^T, \]

\[ [Q]_{i,j} = \int_{I_{x}} \tilde{W}(x)x^{i+j} \, dx, \quad r_i = \int_{I_{x}} \tilde{W}(x)x^i P_d(x) \, dx, \quad \text{and} \]

\[ c = \int_{I_{x}} \tilde{W}(x)P_d^2(x) \, dx. \]

The optimal least-squares solution is therefore given by

\[ a_{opt} = Q^{-1} r. \]  

To avoid calculating the integrals analytically, we can approximate the integral by a summation with sufficient large number of terms. Note that the approach developed here is also valid when \( H_0(\omega) \) is a linear-phase function, i.e., it is also applicable to the design of linear-phase FIR PR filter bank using the structure in Figs. 1(b) and 1(c).

The design procedure can be easily implemented by the signal processing Toolbox of MATLAB. The function REMEZ is used to perform the Remez exchange algorithm \( (p = \infty) \), while the function FIRLS is used for computing the least-squares solution \( (p = 2) \).

### 3.2 Design Examples

In this section, the proposed design method is evaluated and compared with other conventional methods through several design examples.

#### 3.2.1 Example 1: low-order minimax design

In this design example, the order of the all-pass function \( \beta(z) \) in the analysis low-pass filter \( H_0(z) \) is chosen as \( N \)
= 3. To compare the performance of the proposed method with that of Ref. 12, the low-pass filter in example 1 of Ref. 12 is used here. The order of \( \beta(z) \) is 3 and its coefficients are \( a_{3,1} = 0.473, a_{3,2} = -0.094, \text{ and } a_{3,3} = 0.025 \). A type II FIR linear-phase function \( \alpha(z) \) with \( M_{\text{odd}} = 11 \) is designed using the minimax approach introduced in Sec. 3.1. The order of the polynomial \( P(x) \) is \( L = 5 \) and the delay parameter \( M \) is equal to 8. The coefficients and the frequency response of \( \alpha(z) \) are shown, respectively, in Table 1 and Fig. 3. Figure 4(a) shows the frequency responses of the analysis filters \( H_0(z) \) and \( H_1(z) \) designed by the proposed method, while Fig. 4(b) shows the frequency responses of the synthesis filters \( G_0(z) \) and \( G_1(z) \). Compared with the result in Ref. 12, both the passband and stopband cut-off frequencies of \( H_1(z) \) are the same, which are \( \omega_p = 0.63 \pi \) and \( \omega_s = 0.37 \pi \), respectively. The stopband attenuation of \( H_1(z) \) designed by the proposed method is improved to about 40 dB, which is about the same as that of \( H_0(z) \). The bumping of \( H_1(z) \) in the transition band is also significantly suppressed. The deviation from linear phase or the phase error in the passband is plotted in Fig. 4(c). The system delay of the proposed filter bank is slightly increased from 17 to 23 samples. The weighting function \( \tilde{W}(x) \) is set to 1 so that the stopband of \( H_1(z) \) is not equiripple. It shows that the weighting function in Eq. (22) is useful in achieving an equiripple response in the stopband, as we shall see later in examples 2 and 4. This demonstrates that the bumping problem is effectively suppressed by the proposed method, where a combination of all-pass and linear-phase FIR functions is employed. Also, the stopband attenuation of the high-pass filter can be controlled by using linear-phase function with different orders, in exchange for higher system delay.

The MATLAB source code of example 3.1 is given as follows.

N=3; % order of all-pass function \( \beta(z) \)
% The allpass coefficients are given as: \( a_{3,1} = 0.473, a_{3,2} = -0.094, a_{3,3} = 0.025 \).\(^{12}\)
% compute \( \beta(e^{j\omega}) \) from equation (11)
% compute the lowpass filter \( H_0(e^{j\omega}) \) from (8)
Wp=0.371; % \( \omega_p \), passband cutoff frequency of \( H_0(e^{j\omega}) \) (normalized by \( \pi \))
Lwp=round(512*Wp*2); % transform \( 2\omega_p \) to integer length (normalized by 512)
La=6; % half length of \( \alpha(z) \)
delta_w=pi/1024; % frequency spacing \( \Delta \omega \) in \([0, \pi]\)
for i=1:Lwp,
    H_delay(i)=H0(i)/exp(-j*delta_w*(i-1)*2*N); % compute \( A(e^{j\omega}) \) from (18)
end
for i=1:Lwp,
    H0_(i)=real(H_delay(i))/(abs(H0(i))\(^2\)); % compute \( P_d(\cos(2\omega)) \)\( (\cos \omega) \)
end
for i=1:Lwp/2,
    wi(i)=1; % weight in passband of \( \alpha(e^{j\omega}) \)
end
F=[(1:Lwp)/512, 0.99, 1]; % desired frequency points
A=[H0_(1:Lwp)*0, 0]; % desired amplitude response
Wi=[wi*0.05]; % weight in frequency axis
alpha=remez(2*La-1,F,A,wi); % compute \( \alpha(z) \) by Remez Exchange algorithm

Vectors \( H_{\text{delay}} \) and \( H_{0_{\text{low}}} \) are used to store, respectively, the samples of \( A(e^{j\omega}) \) in Eq. (18) and the desired magnitude response of \( P_d(\cos(2\omega))\cos(\omega) \) from \([0,2\omega_p]\). The stopband cutoff frequency of the desired magnitude response is selected as \( 0.99 \pi \). Alpha is the solution of \( \alpha(z) \), and is listed in Table 1.

### 3.2.2 Example 2: high order minimax design

In this example, the design of \( H_1(z) \) with higher order will be illustrated. The order of \( \beta(z) \) is chosen as \( N = 5 \) while that of the type-II FIR function is \( M_{\text{odd}} = 19 \). The values of \( L \) and \( M \) are 9 and 14, respectively. Note \( H_0(z) \) and \( \beta(z) \) are designed by the algorithm proposed in Ref. 13. The weighting function of Eq. (22) is used to achieve an equiripple response. Figure 5 shows the frequency responses of the filters \( H_0(z) \) and \( H_1(z) \). We can see that both the low-pass and the high-pass filters have a stopband attenuation of about 50 dB. Compared with the result in Ref. 14, both methods have comparable cutoff frequencies, but the proposed method has higher stopband attenuation than that of Ref. 14, and the system delay of the proposed design is 39, which is also lower than 43 reported in Ref. 14. Since \( \alpha(z) \) is a linear-phase FIR function, the design complexity of the proposed method is also much lower than using the general IIR function reported in Ref. 14.
3.2.3 Example 3: least-squares design

In this example, the highpass filter $H_{i}(z)$ is designed using the least-squares approach introduced in Sec. 3.1. The allpass function $\beta(z)$ and the system delay (i.e., 23) are the same as example 1. The order of the type II function $a(z)$ (see Table 2) is $M_{odd} = 11$, which is identical to that of example 1 for a fair comparison. Figure 6 shows the magnitude responses of the analysis filters, $H_0(z)$ and $H_1(z)$.

3.2.4 Example 4: comparison with maximally flat FIR function

In this example, the proposed method is compared with the one proposed in Ref. 18. In Ref. 18, $H_0(z)$ and $a(z)$ are chosen as the half band and maximally flat FIR filters, respectively. As $a(z)$ is not optimized using any measure, its performance is limited. Without loss of generality, $\beta(z)$ in our system is chosen as an all-pass function, instead of a half band FIR filter, with order $N = 8$. In the proposed method, $a(z)$ consists of a type II FIR function with 14 taps and is designed by the Remez exchange algorithm. The magnitude response of the resulting filter $H_{i}(z)$ is shown as solid line in Fig. 7. The weighting function of Eq. (22) is again used to achieve an equiripple response. The dashed line in Fig. 7 shows the magnitude response of the filter $\hat{H}_{i}(z)$ when $a(z)$ is chosen as a maximally flat FIR function with the same order. We can see that the filters designed by the proposed method has a much sharper cutoff than that based on the maximally flat FIR function.

The preceding comparison is summarized in Table 5. This includes the results in Examples 1 to 4, and those using allpass-based IIR (Ref. 12), general IIR (Ref. 14) and maximally flat FIR filter bank.\(^1\) Note $\omega_{p_{i}}$, $\omega_{l_{i}}$, $i = 0, 1$, are, respectively, the cut-off frequencies of analysis filters $H_{i}(z)$, $i = 0, 1$., $\delta_{i_{j}}$, $i = 0, 1$ are their stopband attenuations, and $\tau$ is the system delay.

### Table 3 Coefficients of allpass filter $\beta(z)$ in Example 5.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$a_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.000000000000000e + 000</td>
</tr>
<tr>
<td>1</td>
<td>4.876862098237123e + 001</td>
</tr>
<tr>
<td>2</td>
<td>-1.07345651794431e + 000</td>
</tr>
<tr>
<td>3</td>
<td>4.21958428626060e + 002</td>
</tr>
<tr>
<td>4</td>
<td>-1.78647822124378e + 002</td>
</tr>
<tr>
<td>5</td>
<td>8.39106354138660e + 003</td>
</tr>
</tbody>
</table>

### Table 4 Coefficients of $\hat{a}(n)$ in Example 5, $\hat{a}(n) = -\hat{a}(18-n)$, $n = 10, \ldots, 18.$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\hat{a}(n)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-5.73620813351810e + 004</td>
</tr>
<tr>
<td>1</td>
<td>2.09119814825589e + 003</td>
</tr>
<tr>
<td>2</td>
<td>-4.16426780047960e + 003</td>
</tr>
<tr>
<td>3</td>
<td>8.23882471770693e + 003</td>
</tr>
<tr>
<td>4</td>
<td>-1.42452024029850e + 003</td>
</tr>
<tr>
<td>5</td>
<td>2.39609671526554e + 003</td>
</tr>
<tr>
<td>6</td>
<td>-3.91251172881630e + 002</td>
</tr>
<tr>
<td>7</td>
<td>6.67749765302061e + 002</td>
</tr>
<tr>
<td>8</td>
<td>-1.31596438061945e + 001</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
</tr>
</tbody>
</table>
we only impose one zero at $z_0$ and is very easy to apply. More precisely, methods introduced in Sec. 3. The advantage is that it is an analytic solution and is very easy to apply. In this section, we limit ourselves to a class of wavelet bases with $K_0=1$ using the methods introduced in Sec. 3. The advantage is that it is an analytic solution and is very easy to apply. More precisely, we only impose one zero at $z=-1$ for $H_0(z)$ and $G_0(z)$.

First, it is observed that $H_0(z)$ always has a zero at $z=-1$ if $\beta(z)$ is an all-pass function. Therefore, $H_0(z)$ satisfies the regularity condition with $K_0=1$. For the high-pass filter $H_1(z)$, a zero at $z=1$ implies $\alpha(z)|_{z=1}=1$. Since this constraint cannot be incorporated directly into the Parks-McClellan algorithm, it is imposed into $\alpha(z)$ by the following factorization:

$$\alpha(z) = (1-z^{-1})\hat{\alpha}(z) + \frac{1}{2}(1+z^{-1})z^{-1/2},$$

where $\hat{\alpha}(z)$ is a type III linear-phase filter with order $M_{\text{even}} = M_{\text{odd}} - 1$, $L_d = M_{\text{even}}/2$. Equation (29) is obtained by observing that $\alpha(z)$ is symmetric so that its coefficients except the two around the center of symmetry can be written as a product of a type III linear-phase function and $(1-z^{-1})$. The remaining two coefficients are multiple of $(1+z^{-1})z^{-1/2}$. Using a scale factor of 1/2, Eq. (29) guarantees that the required condition $\alpha(z)|_{z=1}=1$ is satisfied. Since $\hat{\alpha}(z)$ is a type III linear-phase function, it can be written as

$$\hat{\alpha}(e^{j\omega}) = j \exp(-j\omega M_{\text{even}}/2) \sin \omega \bar{P}(\cos \omega),$$

where

$$\bar{P}(\cos \omega) = \sum_{k=0}^{L} a_k (\cos \omega)^k, \quad L = (M_{\text{even}}-2)/2.$$
\[ E(\omega) = \exp[-j\omega(2M + 1)] \]
\[ - \alpha(e^{i\omega})A(e^{i\omega})\exp(-j2\omega N) \]
\[ = \exp[-j\omega(2M + 1)] \]
\[ - \exp[-j\omega(M_{\text{odd}} + 2N)]A(e^{i\omega}) \]
\[ \times \{ \cos \omega - 2 \sin \omega \sin(2\omega)\tilde{P}[(\cos 2\omega)] \} \]
\[ = \exp[-j\omega(2M + 1)] \{ [1 - A(e^{i\omega}) \cos \omega] \}
\[ + 2 \sin \omega \sin(2\omega)\tilde{P}[\cos(2\omega)]A(e^{i\omega}) \}
\[ = \exp[-j\omega(2M + 1)] \{ B(e^{i\omega}) \}
\[ + \tilde{P}[\cos(2\omega)]C(e^{i\omega}) \}, \ 0 < \omega < \pi/2, \quad (32) \]

where
\[ B(e^{i\omega}) = 1 - A(e^{i\omega}) \cos \omega \text{ and } C(e^{i\omega}) \]
\[ = 2 \sin \omega \sin(2\omega)A(e^{i\omega}). \quad (33) \]

As \( \tilde{P}[\cos(2\omega)] \) is a real-valued function, the minimum value of
\[ |E(\omega)| = |B(e^{i\omega}) + 2 \sin \omega \sin(2\omega)\tilde{P}[\cos(2\omega)]A(e^{i\omega})| \]
is attained when
\[ \tilde{P}[\cos(2\omega)] = P_d[\cos(2\omega)] \]
\[ = -\frac{\text{Re}[B^*(e^{i\omega})A(e^{i\omega})]}{2 \sin \omega \sin(2\omega)A(e^{i\omega})} \quad 0 < \omega < \pi/2. \quad (34) \]

The solution of \( \alpha(z) \), \( \hat{\alpha}_{\text{opt}}(z) \), is obtained by approximating \( P_d[\cos(2\omega)] \) in Eq. (34) using different norm \( p \). When \( p = \infty \), the solution can readily be obtained by the Remez exchange algorithm, where efficient implementation in MATLAB is available. Writing \( x = \cos(2\omega) \), the weighting function of Eq. (34) is
\[ \tilde{W}_w(x) = 2 \sin[0.5 \arccos(x)] \]
\[ \times \sin[\arccos(x)]|A[\exp(j0.5 \arccos(x))]|^2. \quad (35) \]

4.2 Example 5

In this design example, an IIR 2-channel wavelet basis is designed using the method proposed in Sec. 4.1. The orders
of the allpass function $\beta(z)$ and the type III FIR linear-phase function $\hat{\alpha}(z)$ are $N = 5$ and $M_{\text{even}} = 18$, respectively. The order of the polynomial $\hat{P}(z)$, $L$, and $M$ in Eq. (9) are, respectively, 8 and 14. The weighting function of Eq. (35) is used to achieve an equiripple response of $H_1(z)$. Figure 8 shows the frequency responses of the analysis low-pass and high-pass filters, $H_0(z)$ and $H_2(z)$. Compared with that in Example 2, there is no obvious degradation in the frequency response of $H_1(z)$ after the incorporation of the zero at $z = 1$. The system delay is 39, which is also the same as that in Example 2. Figures 9(a) and 9(b) show, respectively, the analysis scaling and wavelet functions derived from this IIR filter bank. Their dual synthesis scaling and wavelet functions are shown in Fig. 9(c) and 9(d). We can see that they are very smooth and fairly symmetric due to the passband linear phase property. Coefficients of $\beta(z)$ and $\hat{\alpha}(n)$ used in this design example are depicted in Tables 3 and 4, and frequency performance compared with other methods is depicted in Table 5.

5 Conclusion

A very simple algorithm for the design of two-channel causal stable IIR PR filter banks is presented. It is based on the structure previously proposed by Phoong et al. By using a combination of all-pass and linear-phase FIR functions, the bumping problem found in the all-pass-based IIR PR filter bank is significantly suppressed. In addition, flexible stopband attenuation of the high-pass filter can readily be obtained in exchange for a greater delay. The design problem is formulated as a polynomial approximation problem and is solved effectively using the Remez exchange algorithm. The extension of this method to the design of a class of IIR wavelet bases is also studied. Furthermore, as the proposed structure is robust to coefficient quantization and its design is extremely simple, it will be very useful in many applications, such as wavelet-based signal analysis and systems.
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