Design Techniques for Cross-Layer Resilience

(Invited Paper)

Nicholas P. Carter, Helia Naeimi, Donald S. Gardner
Intel Corporation
2200 Mission College Blvd., RNB6-61
Santa Clara, California 95054
Email: nicholas.p.carter@intel.com, helia.naeimi@intel.com, d.s.gardner@intel.com

Abstract—Current electronic systems implement reliability using only a few layers of the system stack, which simplifies the design of other layers but is becoming increasingly expensive over time. In contrast, cross-layer resilient systems, which distribute the responsibility for tolerating errors, device variation, and aging across the system stack, have the potential to provide the resilience required to implement reliable, high-performance, low-power systems in future fabrication processes at significantly lower cost. These systems can implement less-frequent resilience tasks in software to save power and chip area, can tune their reliability guarantees to the needs of applications, and can use the information available at each level in the system stack to optimize performance and power consumption. In this paper, we outline an approach to cross-layer system design that describes resilience as a set of tasks that systems must perform in order to detect and tolerate errors and variation. We then present strawman examples of how this task-based design process could be used to implement general-purpose computing and SoC systems, drawing on previous work and identifying key areas for future research.

I. INTRODUCTION

As fabrication technologies advance, increasing rates of errors [1], device variation [2], and aging [3] motivate the design of systems in which all of the layers in the system stack assume that devices and circuits will not always perform as designed. When compared to brittle systems, which assume perfect device fabrication and operation or single-layer approaches to reliability, these cross-layer resilient systems have the potential to deliver more-reliable operation, higher performance, lower cost, and/or lower power consumption by taking advantage of the information and capabilities available at each layer in the system stack.

Previous work on resilience has focused on phenomena-based approaches, in which designers identify the physical effects (soft errors, NBTI, etc.) that their design needs to tolerate and develop techniques to address each of those effects. In this paper, we propose an alternate approach that divides resilience into a set of five tasks: detection, diagnosis, reconfiguration, recovery, and adaptation, which may be implemented using hardware or software mechanisms at different levels of the system stack. While the use of these terms to describe aspects of resilience and reliability is not new, thinking about resilience as a set of tasks rather than a set of relatively-independent mechanisms makes cross-layer designs easier to envision and describe.

Cross-layer resilience is still is still in its infancy, and was the subject of a 2009 study (www.relxlayer.org) that was funded by the Computing Community Consortium. The goal of this paper is to inspire research into the techniques necessary to realize the study’s vision [4] by presenting a structure for thinking about cross-layer resilience and two case studies that suggest possible approaches to cross-layer resilient computing systems and systems-on-chip (SoCs).

II. CROSS-LAYER RESILIENT DESIGN

Current systems concentrate mechanisms for resilience in the architecture and/or circuit levels of the system stack, as shown on the left side of Figure 1. While these single-layer (or few-layer) approaches to resilience simplify the design of the upper layers in the system stack by allowing programmers to ignore reliability, they also have significant drawbacks. To guarantee high reliability, single-level schemes must typically replicate computations, either across multiple functional units [5][6] or by time-multiplexing a single functional unit [7][8][9][10]. This replication imposes high overheads in power, performance, and/or chip area, although these costs can be reduced somewhat by only replicating the portions of the computation necessary to guarantee correctness [11][12][13].

More cost-conscious systems incorporate mechanisms that address the most common causes of errors, such as error correcting codes (ECC) in memory or residual arithmetic to protect datapaths [14]. This approach can be very cost-effective when system reliability is dominated by a small
number of error sources. However, as fabrication technologies advance, the total cost of the mechanisms required to handle increasing rates of multi-bit errors [15][16], temporal performance variation [17][18], aging mechanisms such as NBTI [19][20], and other effects is increasing rapidly.

In contrast, cross-layer resilience schemes divide error and variation tolerance into a set of tasks, which can be implemented by hardware or software mechanisms at different levels in the system stack. These resilience tasks can be thought of as steps that the system follows to handle a particular error or variation, although they may not occur sequentially. Resilience tasks are independent of the physical effects that cause errors and variation, while the mechanisms used to implement a given task may be specific to individual physical effects (e.g., implementing the detection task using separate mechanisms to detect soft errors, NBTI-induced delay faults, and voltage droops). To be as consistent as possible with previous work, we define five resilience tasks, although other task sets are certainly possible:

1) **Detection**: Determining that an error has occurred (i.e., that some fault has caused one or more bits in the computation to differ from their correct value).
2) **Diagnosis**: Characterizing the system’s state to locate the causes of errors, determine how the system is changing over time, and predict errors before they occur.
3) **Reconfiguration**: Changing the state of the system to prevent an error from recurring and/or to prevent variation from causing errors.
4) **Recovery**: Ensuring that an error does not propagate to user-visible results, for example by rolling back an application and re-trying one or more failed operations.
5) **Adaptation**: Re-optimizing the system to provide the best possible performance/power given the changes to the system state made by the reconfiguration task.

The right side of Figure 1 illustrates how these tasks might be distributed across the system stack. In this figure, circles indicate levels of the stack that participate in each task, while arrows indicate the direction of information flow. Errors are detected in the lower levels of the stack, while the operating system, architecture, and circuits handle diagnosis through a combination of hardware and software. When an error occurs, the mechanisms in the circuits and architecture signal the operating system, which uses the system diagnosis and information about the application’s error-handling capabilities to determine how to best respond to the error.

This approach has a number of advantages over systems that concentrate reliability in only a few layers in the stack. Cross-layer resilient systems can move less-frequent resilience tasks into software to reduce area and power overhead, either during system design or at run-time. They can also provide configurable reliability to efficiently match the needs of a given system or application by activating or de-activating reliability mechanisms based on the observed error rate, the reliability required by the application, and the sensitivity of a computation to errors. Finally, cross-layer resilient systems can take advantage of a wider scope of information when deciding how to handle an error or variation, allowing them to make more globally-optimal decisions than systems with less scope.

### III. General-Purpose Computing Systems

Figure 2 illustrates an example of how a cross-layer resilient general-purpose computing system (laptop, workstation, etc.) might be implemented. For the purposes of this discussion, we assume that the system is required to be backward-compatible with older software, and thus discuss scenarios where applications both are and are not involved in resilience. As shown in the figure, the computing system’s hardware consists of a many-core CPU and off-chip DRAM. The operating system incorporates four software sub-systems that contribute to resiliency: an error handler routine, a resource map, which describes the current state of the system, a hardware configuration routine that controls the system’s hardware, and a task scheduler, which takes the information in the resource map into account when scheduling tasks.

#### A. Detection

When applications are not involved in resilience, errors are detected at run-time by a set of low-cost hardware mechanisms, such as ECC codes on memories and parity/residue codes on computations. When an error is detected, the hardware signals an error handler in the operating system, which directs the recovery, reconfiguration, and adaptation tasks.

Resilience-aware software can significantly improve error detection rates and/or reduce the amount of hardware required to detect errors. Algorithmically, it is possible to check the results of many computations in significantly less time than is required for the computation itself, although exploiting this behavior typically requires programmers to invest significant effort. Alternatively, some algorithms, such as matrix operations, can be modified to operate on data structures that incorporatechecksums or other redundancy, allowing them to detect and/or correct errors [21].

Compiler-based techniques can detect many errors in software by observing common error symptoms or violations of invariants [22][23], and can insert redundant instructions to detect errors [24][25][26]. Combining a resilience-aware compiler with appropriate hardware support can also effectively detect control-flow errors, such as branches taking the wrong path, which can be hard to detect in hardware [27][28][29][30][31].

#### B. Diagnosis

In a cross-layer resilient system, error and system diagnosis are performed by a combination of hardware and software mechanisms. Temperature and supply voltage sensors can provide valuable information about the short-term state of the system, while delay sensors on logic paths [32][17][18], diagnostic circuits [20], and periodic hardware or software self-test [33][34][35] can help to diagnose longer-term variation and aging. Regardless of the set of diagnosis mechanisms a system implements, their outputs are sent to the OS and used to update
its resource map with information on which units in the system are operating correctly and allowable clock rate/supply voltage combinations for each unit. System diagnosis can also help predict permanent errors before they occur by noting changes in transient fault rates and/or transistor behavior [36].

Because diagnosis is intimately tied to the system’s hardware, it is difficult for application-level software to contribute significantly to this task in general-purpose computing systems. Single-purpose or embedded systems might choose to integrate the software-based test techniques mentioned above into applications to reduce the amount of system software they require, and applications that incorporate error detection techniques can inform the OS of the number of errors they detect to help it diagnose slow-onset errors.

C. Reconfiguration

There are two aspects to reconfiguration in a cross-layer resilient system: selecting a set of resilience mechanisms to use that provide sufficient reliability while maximizing performance/Watt, and adjusting the operating points and capabilities of different hardware units in response to faults, aging, and variation. Resilience-aware applications can contribute significantly to the first aspect of reconfiguration by informing the operating system of their capabilities, allowing it to disable hardware mechanisms that are not needed. Even when executing resilience-unaware applications, there is potential to select resilience mechanisms based on the system’s needs, for example by selecting the amount of error-correction used in the memory or registers based on the observed error rate [37].

Techniques to reconfigure a system to account for faulty or aging hardware vary significantly with the type of hardware being reconfigured. The regular structure of memory arrays makes it possible to disable small regions of an array in response to faults [38]. Network techniques to tolerate failures are relatively well-studied, and efforts are exploring ways to apply these techniques to on-chip networks [39].

Reconfiguring execution resources involves trade-offs between the overhead of the reconfiguration mechanisms and the amount of hardware a given fault/variation can affect. Given the consequences of disabling an entire core in current-generation chips, a number of efforts have explored techniques to tolerate faults in execution units by exploiting redundant hardware in superscalar cores [40][41], combining multiple faulty cores into a single “virtual” core [42] or by relocating tasks if they try to use a faulty unit on a given core [43]. As the number of cores per chip increases, it may become more attractive to treat cores as atomic units, adjusting their clock frequency and supply voltage and/or disabling them in response to faults as long as the CPU provides mechanisms to isolate faulty cores from the rest of the system [44] and migrate tasks to healthy cores [45].

Like diagnosis, reconfiguration is a sufficiently hardware-specific task that it is difficult for applications to contribute to reconfiguration, although compiler-based reconfiguration schemes that replace instructions that require faulty hardware with software emulation [46] have been proposed.

D. Recovery

Error recovery can benefit significantly from a multi-layer approach, as single-layer recovery techniques, such as triple modular redundancy or application checkpointing [47], have very high costs. Much of the difficulty in error recovery comes from the wide variance in the delay between the time when a fault occurs and the time that the resulting error(s) are detected. When errors are detected quickly, they have little ability to impact state, and low-overhead recovery techniques, such as squashing instructions in the pipeline, are possible.

However, some errors, such as network errors and multi-bit memory errors, are inherently difficult to detect quickly and therefore require checkpointing and rollback or other more-powerful error recovery techniques, which are still very
much an open area of research. A number of projects have investigated techniques that leverage the redundant storage of data in cache hierarchies to provide low-overhead checkpointing [48][49][50]. While they can significantly reduce checkpointing overhead, these techniques have limited ability to guarantee that a checkpoint will be kept alive for a specific number of cycles, because movement of data into and out of the caches is determined by the application’s memory accesses.

Integrating applications into the recovery task has the potential to greatly reduce recovery costs by only checkpointing the data that is necessary to roll back the application. Simply having the application determine when checkpoints should be taken can greatly reduce checkpointing overhead [47], while applications that provide their own checkpointing code can see even greater improvements [51]. A more general approach to application-level redundancy might involve the use of side-effect-free programming styles, in which functions are not allowed to modify any data other than their return values, making it possible to re-execute a function if an error occurs.

E. Adaptation

The adaptation task is responsible for deciding how to allocate tasks and power to the different units in the system in order to maximize overall performance without exceeding the power budget or other constraints. In our strawman system, the operating system handles adaptation, using the output from the diagnosis task and its knowledge of which applications are running to set the clock rate and supply voltage of each unit in the CPU and to determine the mapping of tasks to units.

At the application level, many of the same techniques used in implementing high-performance parallel programs also increase an application’s ability to adapt to changing hardware. For example, dynamic load-balancing techniques can tolerate variations in thread run-time caused by either varying amounts of work in each sub-task or by cores operating at different clock rates. Similarly, applications that can increase or decrease the number of threads they use can adapt to changes in the number of cores available to them, regardless of whether those changes are caused by hardware faults or by other applications starting or stopping.

One challenge in adaptation is that it is currently very difficult for the system to predict how an application’s performance will scale with parallelism, making it hard to decide whether it would be better to run the application on a small number of high-frequency cores or on a larger number of lower-frequency cores. A cross-layer system that provided an API for applications to pass predictions about their performance scaling to the operating system could significantly improve the OS’ ability to allocate resources.

IV. SYSTEM-ON-CHIP DESIGN

As the complexity of integrated circuits increases, more and more designers are using system-on-chip approaches to reduce design effort by re-using intellectual property (IP) blocks across multiple designs. While the task-based approach to resilience we propose applies well to SoC design, SoC designs have additional challenges and opportunities that are not present in the more-custom design techniques used in microprocessors. In this section, we outline these additional challenges and opportunities, and suggest some approaches to leverage the opportunities to overcome the challenges.

A. SoC Design Challenges and Opportunities

1) Challenge: Validation and Test: Systems-on-chip pose significant validation and test challenges. While validating each IP block at its design time is similar to conventional chip design, validating the entire SoC system is more difficult because the designer does not (and should not) have access to the internals of each IP block. This makes it harder to validate all of the corner cases in a design, leading to increased bug escapes. Fabrication test poses similar difficulties due to limited accessibility and visibility. Cross-layer resilience can help systems tolerate bugs by providing mechanisms to detect errors at runtime, retry computations when an error occurs due to a rare sequence of events, and reconfigure themselves to avoid exercising faulty circuitry.

2) Challenge: Varying Reliability Requirements: A given IP block will be used in multiple systems, which may have different reliability requirements. When a single-level approach to resilience is used, block designers are forced to choose between over-designing blocks to meet the needs of the most demanding SoCs or designing for efficiency in the “average” case and potentially not meeting the needs of highly-reliable SoCs. A cross-layer approach to resilience can allow IP blocks to meet the needs of a wide range of SoCs. For example, an IP block might provide a minimal set of error detection and retry mechanisms. SoC designers could then implement mechanisms for diagnosis, recovery, reconfiguration, and adaptation at higher levels in the system stack in order to efficiently provide the reliability required by each system.

3) Opportunity: Standard Resilient IP interface: The SoC industry currently uses a number of standardized interfaces to IP blocks that reduce system design time by allowing designers to implement one protocol for communication between the IP blocks in their design. A standardized protocol for cross-layer resilient SoCs would greatly simplify design by identifying the key information and capabilities that need to cross the IP-system boundary in order to provide reliability. Such an interface would need to incorporate three key features: a mechanism to isolate defective blocks from the rest of the system, protocols for inter-block communication about resilience, and signals to make resilience visible to the upper layers in the system stack. In the next section, we discuss how such a protocol could be used to design SoCs in more detail.

B. Cross-Layer Resilience for SoCs

Figure 3 shows an example system stack for resilient SoC design. The key differences between this stack and the one shown in Figure 1 are the division of the architecture layer into SoC architecture and IP block architecture layers and the insertion of the resilient IP interface between them.
Fig. 3. Cross-Layer Resilient System-on-Chip

1) Detection: The standardized resilient IP interface will play two roles in error detection. First, it must provide mechanisms to detect and correct errors in inter-block communication, and these mechanisms should be configurable to allow different reliability/cost trade-offs, such as variable-strength ECC schemes, either by synthesizing different variants of the interface or perhaps by run-time configuration. Second, the IP interface should allow the system to configure or disable the error-detection mechanisms in each IP block if they are not required for a particular application.

2) Diagnosis: As with the general-purpose computing example, diagnosis in SoCs will be distributed across the system stack. The resilient IP interface will provide the cross-layer visibility required to allow higher layers in the stack to control and direct diagnosis.

3) Recovery: For recovery, the IP interface needs to guarantee data integrity between the IP blocks, as mentioned in the discussion of detection. It must also provide a protocol for retrying failed computations, such as a requirement that blocks buffer any requests they send to other blocks until completion of the request is acknowledged.

4) Reconfiguration and Adaptation: The resilient IP interface is also the key to reconfiguration and adaptation in our scheme. It should provide protocols to inform an IP block when a permanent error in the block has been detected and invoke any self-reconfiguration mechanisms the block may provide to handle the error. The interface must also provide mechanisms to disable and isolate defective IP blocks, allowing the system to continue (potentially with degraded performance) in spite of the defect, perhaps by performing the IP block’s functions in software.

V. CONCLUSION

Increasing error, variation, and aging rates in semiconductor systems are making it more and more costly to tolerate all of the possible non-ideal device behaviors in one or two layers of the system stack. Distributing resilience and reliability across the system stack can improve performance and reduce power and area costs by taking advantage of the strengths of each layer and exploiting the characteristics of individual applications. We have described an approach to cross-layer resilient system design that divides resilience into five tasks: detection, diagnosis, reconfiguration, recovery, and adaptation.

To illustrate our model of cross-layer resilient design, we have presented a strawman design for a cross-layer resilient computing system and have shown how it could build on previous work. We have also presented a discussion of cross-layer resilient systems-on-chip, highlighting the key differences between general-purpose systems and SoCs as they affect resilience. It is our hope that these examples will both support our claims and motivate further research on cross-layer resilient design.
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