Improving Music Recommendation in Session-Based Collaborative Filtering by using Temporal Context
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Abstract—Music recommendation systems based on Collaborative Filtering methods have been extensively developed over the last years. Typically, they work by analyzing the past user-song relationships, and provide informed guesses based on the overall information collected from other users. Although the music listening behavior is a repetitive and time-dependent process, these methods have not taken this into account and only consider user-song interaction for recommendation. In this work, we explore the usage of temporal context and session diversity in Session-based Collaborative Filtering techniques for music recommendation. We compared two techniques to capture the users’ listening patterns over time: one explicitly extracts temporal properties and session diversity, to group and compare the similarity of sessions; the other uses a generative topic modeling algorithm, which is able to implicitly model temporal patterns. We evaluated the developed algorithms by measuring the Hit Ratio, and the Mean Reciprocal Rank. Results reveal that the inclusion of temporal information, either explicitly or implicitly, increases significantly the accuracy of the recommendation, compared to the traditional session-based CF.
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I. INTRODUCTION

Over the last years, the increasingly easy access to online services for listening to music, made it possible for users to have access to millions of songs on the Internet. However, when dealing with this overwhelming number of songs to choose from, they often become paralyzed and doubtful (The Paradox of Choice [1]). To reduce the burden of choosing among too many items, researchers have focused on creating recommender systems that can automatically generate recommendations that fit users’ preferences.

According to Celma [2], recommender systems can be classified into five categories: Demographic Filtering, Collaborative Filtering, Context-Aware Recommendation, Content-Based Filtering and Hybrid Methods. Though the most thoroughly studied and successful algorithms have been based on Collaborative Filtering (CF) methods, recently, Context-Aware recommender systems (CARS) have become more popular as researchers agree that music listening patterns can be influenced by contextual factors, such as temporal properties, the activity a listener is engaged in or the emotion one is feeling [3]. These studies found that listeners tend to prefer to listen to certain artists and genres at specific moments of the day and at certain days of the week, showing that time-contextualized music recommendation can be successful. However, typical CF methods do not exploit contextual factors, such as temporal properties [4], [5], nor the fact that users tend to listen to songs that fit well together [6]. Nevertheless, in [7], Park presented a modified User-based CF method, called Session-Based CF (SSCF), that uses session information to capture sequence and repetitiveness in the listening process. In [8], Zheleva et al. developed a session-based hierarchical graphical model using Latent Dirichlet Allocation (LDA), and showed that their model could facilitate playlist completion based on previous listening sessions or songs that the user has just listened to. However, none of these solutions used information from the session itself nor from the sequence of played songs.

In this paper, we explore the usage of temporal context and session diversity in Session-based CF algorithms, by comparing two algorithms. One with explicit characterization of sessions (TSSCF), that models the listening patterns over time, by grouping similar sessions based on temporal properties (such as, the time of the day, the weekday, the day of the month and the month) and a diversity feature (ratio between number of different songs and total songs played in that session) using an unsupervised clustering algorithm (Expectation Maximization).

To evaluate these solutions, we compared them with typical CF techniques, a simple Session-Based CF algorithm (based on the work developed in [7]), and also to a random algorithm. The experimental evaluation consisted in predicting the next song to be played in the current active session, measuring the Hit Ratio (HR@n) [9] and the Mean Reciprocal Rank (MRR). The results show a good accuracy improvement for the two algorithms, proving that CF methods can take advantage of temporal properties and diversity to improve and personalize recommendations. The LDA-based technique outperformed the other solutions, suggesting that implicit characterization of sessions might provide better information for the recommendation algorithm than an explicit description.
II. RELATED WORK

Typical CF methods work by looking into past user listening behavior, and recommending songs to a user based on the ratings provided by other users with similar taste [10] (User-based). They look into the set of songs that a user has rated, and compute the similarity among the target song to decide whether is worth to recommend it or not. Various social websites and online radios, including Last.fm, use this type of collaborative filtering. However, CF methods require many users and ratings to work, being unable to recommend songs without ratings, or recommend songs to users that have not rated anything yet. Another problem with these approaches is that only user interaction is used to generate recommendations.

Context aware recommendation systems (CARS) use context information [11] to describe and characterize the songs or artists we listen. For example, Su et al. [12] improved CF methods combining user grouping by location, motion, calendar, environment conditions and health conditions, while using content analysis to assist the system to select appropriate songs. On the other hand, Park [7] developed a Session-based CF, where session profiles are used for recommendation, adding a temporal dimension to CF recommendations. In [4], Lee presented an approach that combined temporal features, such as, the Season, Weekday, Month, Weather and the Temperature, with case-based reasoning to infer the mood of the user and recommend music. In [5], Liu et al. took the change in the interests of users over time into account by adding time scheduling to the music playlist. Baltrunas et al. [13] introduced a new context-aware approach called user micro-profiling, where the user profile is split into several sub-profiles, each one representing the user in a particular context. These sub-profiles model the choice of songs based on contextual conditions, such as, the time of day, mood or the current activity listeners perform. In [8], the authors presented a novel and improved statistical model for characterizing user preferences in consuming social media content. By taking into account information about listening sessions of individual users, they have arrived at a new session-based hierarchical graphical model that enhanced individual user experience, for example, by recommending songs for the user’s playlists that would be relevant for the current music listening session.

In short, although there have been some effort in developing techniques that capture temporal context, few work has been done to study its usage combined with Session-based CF techniques, requiring further research on this subject. Moreover, despite the works developed so far take advantage of the songs listened in sessions and of the implicit temporal context they provide, none of them used temporal and diversity features extracted from the sessions to personalize recommendations.

III. APPLYING TEMPORAL CONTEXT ON SESSION-BASED COLLABORATIVE FILTERING ALGORITHMS

Music recommendation systems relying on content-based methods or collaborative filtering, rarely take time into account, something that should not be neglected when dealing with personal preferences [5]. Recently, in CF techniques, latent factor models have gained more attention over neighborhood methods because they offer high expressive ability to describe various aspects of the data [14] (including time), and therefore provide more accurate results than neighborhood models. However, neighborhood methods prevail mainly because of their relative simplicity: they provide intuitive explanations of the reasoning behind recommendations, and can provide immediate recommendations based on newly entered user feedback. Based on these facts, we decided to explore neighborhood methods as base algorithm for recommendation.

A. Session-based Collaborative Filtering

Traditional CF approaches do not incorporate temporal context, and use the full listening history of a user to perform recommendations. Park et. al. overcame this by creating a Session-based CF (SSCF) [7], where the authors added temporal context to CF techniques by using sessions profiles instead of user profiles for generating recommendations.

To formalize a user listening history $H$ can be defined as a sequence of tuples $H_k$, where each tuple is composed of a user identifier, a song played and a timestamp. Each session is composed by a set of tuples from the listening history within a given time frame. Sessions are non-overlapping subsets of tuples. All songs played at the same session are grouped together, and the songs and their playing frequencies become the profile of the session. Assuming that there are $n$ songs and $m$ sessions, we can define a set of songs as $I = \{i_1, i_2, ..., i_n\}$ and a set of sessions $S = \{s_1, s_2, ..., s_m\}$. We view each session profile $s$ as pairs of songs and their listening frequencies. Based on this data, in the CF recommendation matrix rows represent session profiles, and the columns songs. Each cell contains the frequency a song was played in that session.

Finally, predicted ratings for new songs $i$ in the active session $s$ are determined as shown in Equation 1 [7] (similar to the predicted rating formula for User-based CF [2]).

$$\hat{r}_{s,i} = \bar{r}_s + \frac{\sum_{v \in S(s)^k} \text{sim}(s, v) (\bar{r}_{v,i} - \bar{r}_v)}{\sum_{v \in S(s)^k} \text{sim}(s, v)}$$ (1)

$S(s)^k$ represent the $k$ session neighbors for the active session $s$, $\bar{r}_s$ and $\bar{r}_v$ represent the average rating for sessions $s$ and $v$ under comparison, $r_{v,i}$ represents the frequency a song $i$ was played in session $v$, and $\text{sim}(s, v)$ the similarity between sessions $s$ and $v$ (applying Cosine Similarity [15]).

B. Temporal Session-based Collaborative Filtering

Although the SSCF technique takes advantage of temporal context by using session profiles, it does not use temporal properties about the sessions. These properties could be useful for modeling implicit listening patterns and habits based on time. Therefore, besides using information about which songs were played in sessions (and their frequencies), we went further by making sense of temporal properties of sessions for determining session similarity. In particular, to characterize each session, we created a feature vector consisting of 5 properties. These features encode temporal properties of a session and also the diversity of the songs played in that
session. Although these features were mainly chosen based on the work presented in [4], [13], [3], [16], none of these features were used on previous works to determine session similarity for music recommendation. Here is a description of each feature, and its rationale:

- **Time of day**: captures the fact that users listen to different songs (and styles), at different periods of the day (e.g., at morning, afternoon, or at night)
- **Weekday**: users listen to different songs at different week days, for example during a working day or at the weekend, while relaxing
- **Day of Month**: users listen to different songs regarding the day of the month, for example listen to more happy music in the beginning of the month, and sad at the end
- **Month**: captures the fact that users listen to different songs in different months, perhaps associated with seasons or work phases
- **Song Diversity**: this is a new feature, developed by us, that measures the ratio of different songs played in a session and the total songs played. It tries to capture the tendency of song repetition in a session (1 - all the songs where different; approximately 0 - played repeatedly the same songs) [17]

After extracting these features from sessions, we needed a new similarity metric to compare them. Based on our assumption that these features could be used to model listening patterns over time, we decided to use an unsupervised clustering mechanism to group similar sessions [18]. By using clustering we are grouping sessions according to the temporal variance in listening habits. Due to the nature of the data, we opted to apply fuzzy clustering, where objects can belong to more than one cluster, having a degree of membership for each cluster, as in fuzzy logic [19]. Clustering is performed by training a Gaussian Mixture Model using Expectation Maximization algorithm [20], with default parameters, and the number of clusters as detailed in Section IV. As a result, to each session is assigned a probability distribution vector, with as many values as the number of clusters, indicating the degree of membership to each cluster.

Since sessions are now described as probability distribution vectors, we can infer similarity between them by comparing the vectors. Sessions with higher probabilities for the same clusters will be more similar than those with lower values. We use Kullback-Leibler divergence [21] to compare the sessions probability distributions.

Finally, this similarity metric can be used in the predicted rating formula (see Equation 1) to determine how likely a song will fit in the current active session.

**C. LDA-based Collaborative Filtering**

LDA is a generative model that allows sets of observations to be explained by unobserved groups that explain why some parts of the data are similar. In LDA, each document is considered as a collection of words, and it is assumed that each document is represented as a mixture of latent topics, and each topic has probabilities of generating various words [22]. It has been widely used in topic modeling domain, and more recently in music recommendation [23], [24], [8].

In this work, we use LDA with the previously defined session data model, to infer session similarity and use it in the predicted rating formula (see Equation 1) to determine how likely a song will fit in the current active session. Moreover, our objective is to use LDA to implicitly extract temporal properties from sessions, by inferring topic distributions for the sessions. To this extent we modeled sessions as documents and songs as words. Similarly to Temporal SSCF, as each session is now described as a topic distribution, we can infer similarity between them, by comparing the topic distribution vectors. Sessions with higher values for the same topics will be more similar than those with lower values. We also use the Kullback-Leibler divergence [21] to compare the sessions topics distributions.

**IV. EXPERIMENTAL EVALUATION**

To evaluate the two algorithms, we compared them with typical CF approaches (Item, User and Session-based [7]), and also with a random recommender, by measuring HR@n and MRR.

In the following sections we describe the conducted evaluation, presenting the objectives, the dataset used and the procedure for evaluating the algorithms.

**A. Dataset**

We used the Last.fm dataset[2] as input data to evaluate all the techniques. This log contains 19,150,868 entries for 992 users, each entry containing a user, artist and song id, an artist and song name, and a timestamp indicating when the song was listened to. This data encodes information from 176,948 unique artists and 1,500,661 unique songs.

**B. Session Generation**

Sessions have been widely used and explored in web mining research [25], and recently applied to the analysis of music listening histories [8], [7], because they capture the sequence and order of users’ listening preferences over time.

Though there are different techniques for session generation [25], we decided to use the time gap approach, because in our dataset we only have the timestamp indicating when a song was listened to. We set up different thresholds based on related work [25], [7] and studied their suitability for session identification. Sessions were generated using threshold values between 10 and 30 minutes, with intervals of 5 minutes. Overall, each resulting dataset contained more than one million sessions, with an average number of 15 songs per session.

**C. Procedure and Objectives**

1) **Evaluation Measures**: To evaluate the accuracy of the different recommendation algorithms, we measured the Hit Ratio (HR@n [9]). HR@n indicates whether if the desired items appear on the generated recommendation lists (presence), and how many times they appear (frequency).

Additionally, we also measured the Mean Reciprocal Rank (MRR) to evaluate the generated recommendation lists, in
terms of the rank where the intended songs appear. Notice that this metric is quite sensitive to the rank values and as a sharp decay. For example, in a set of 1000 queries, with a list size of 100, if on average the desired items were found in the list at position 10, MRR would be 0.1. However, if the items were found at position 50, MRR would be 0.02.

2) Parameters: In the neighborhood algorithms, the number of similar neighbors \( k \) is essential, and it represents the constraint number of similar users/items/sessions that are found using a similarity function. We adopted the values presented in [7] for the parameter \( k \), namely, \( k \in \{30, 50, 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000, 2000\} \).

Another parameter for the experiments is the number of clusters \( c \) used for training the EM algorithm. We used cross-validation to find out the best suitable number of clusters \( c \) for the session datasets, identifying \( \delta \) as the best value.

Finally, the last parameter is the number of topics \( t \) to be used in the LDA-based recommender. We used Gibbs sampling for determining the most suitable value for the number of topics. Here we also found \( \delta \) as the best value.

3) Experiment: In this evaluation, we intended to measure if we could predict the next song to be played in the current active session, based on what users have previously listened in that session. To measure the HR@n and MRR, we randomly selected 1000 sessions from the overall dataset of sessions to be used as queries (active sessions). Sessions with less than two songs were discarded. Next, we removed the last song from each session and executed all the algorithms to obtain the top-100 recommendations. For these recommendations, we registered the presence and the position (rank) given by the algorithms for the last items removed from sessions. These results were then used to compute the two metrics.

To be able to collect enough data for performing statistical comparisons, we executed this experiment 20 times, randomly choosing another set of 1000 queries each time.

V. RESULTS AND DISCUSSION

In this section we summarize and discuss the results obtained from the experimental evaluation. Notice that we omit results for User and Item-based CF recommenders, and also for the Random technique, because their results were not relevant for the evaluation. Moreover, because we could not assume data normality in all the cases, we applied non-parametric statistical tests when required. The Bonferroni approach was applied in pairwise comparisons for controlling Type I error across tests when necessary.

A. Overall Results

In short, overall results regarding HR (see Figure 1-top), evidence that temporal context improved recommendation accuracy, with both algorithms (TSSCF and LDA-based technique) outperforming the SSCF technique. Despite that, the LDA-based algorithm outperformed the TSSCF solution. However, in terms of MRR (see Figure 1-bottom), the base SSCF algorithm performed better than the other two.

To validate these observations we performed two Kruskal-Wallis tests. Regarding HR values we report that there was a statistically significant difference (\( H(2) = 1560.115, P < 0.01 \)), with a mean rank of 598.58 for SSCF, 1599.34 for Temporal SSCF, and 2026.28 for the LDA-based technique. In terms of MRR, significant differences were also found (\( H(2) = 1064.659, P < 0.01 \)) among the techniques, with mean rank of 2070.78 for SSCF, 912.08 for Temporal SSCF and 1188.72 for the LDA-based technique.

B. Session Threshold Comparison

To observe the impact of the session generation mechanism, we evaluated the algorithms with the 5 session datasets obtained using different threshold values (see Section IV-B).

Overall results for each dataset are depicted in Figure 2. These plots confirm the previous results, that the LDA-based recommender outperforms both the TSSCF and SSCF techniques in terms of HR across all datasets, but that SSCF performs better in terms of MRR. We observe that the TSSCF algorithm is not sensitive to the dataset used regarding HR, and that MRR is also constant, with better values for small and larger threshold values. SSCF reports increasingly higher values of HR and MRR when the threshold increases. LDA-based algorithm performs better for smaller values of the threshold used, decreasing with higher values, both for HR and MRR (these with some oscillations).

Moreover, Figure 2 also indicates that the threshold value that leads to better HR and MRR results is between 15 and 20. To be able to select the best number of neighbors, we conducted Mann-Whitney U Tests to choose a dataset to be used as comparison basis. We did not find any significant differences between using \( th = 15 \) or \( th = 20 \) in terms of HR (\( z = -0.293, p > 0.770 \)), but for MRR values we found a significant difference between using \( th = 15 \) or
th = 20 (z = -2.356, p < 0.05). Based on this result, all the following comparisons were performed using the session dataset generated with threshold th = 20.

C. Neighborhood Comparison

Figure 3 depicts the values of HR and MRR of each algorithm evaluated with the dataset generated with session threshold 20, for selecting the best number of neighbors (k). We can observe that small values of k lead to better values of HR and MRR. Indeed, 30 and 50 are the best values for k, within the three algorithms. Increasing k leads to smaller values of HR and MRR for all the algorithms, although this decay is much more evident in context aware algorithms. Moreover, notice that although SSCF outperforms both the TSSCF and the LDA-based technique in terms of MRR for k > 100, MRR values are small (less than 0.01) for any value of k. We discuss this later in Section V-E.

We also tested with smaller values of neighbors (k < 30), however, both HR and MRR results were worse than using k > 30 and therefore they were not considered for the evaluation.

D. Best case configuration

The best configuration for each algorithm is achieved by using a session threshold th = 20, and the number of neighbors k = 30. Although the LDA-based algorithm achieves better HR values with k = 50, we also used k = 30, because it represents a trade-off between HR and MRR values for this algorithm. To observe if the differences between the best setup for each algorithm were statistically relevant (see Figure 4), we conducted Kruskal-Wallis Tests between the three algorithms using k = 30. For MRR, we report that there was no statistically significant difference between the values given by the three algorithms ($H(2) = 2.294, P > 0.318$), but there was a statistically significant difference between the HR values of the algorithms ($H(2) = 52.52, P < 0.01$) with a mean rank of 10.50 for SSCF, 30.5 for TSSCF and 50.5 for the LDA-based technique.

E. Discussion

Results presented in the previous section allow us to conclude that temporal context improves recommendation accuracy in Session-based CF. Despite that, the LDA-based algorithm outperformed TSSCF in both metrics. Regarding MRR, although we did not find a statistical difference, the results evidence that the context aware algorithms generate
recommendation lists with the most probable songs in the bottom of the lists instead of the top.

Different threshold values for generating sessions (using the time gap approach) allowed us to analyze the impact of this component in the recommendation process. This evaluation end up showing that explicit characterization of temporal context leads to a stable algorithm (TSSCF), which outperforms the simple SSCF approach. Nevertheless, a threshold value of 20 lead the remaining approaches to better results, and therefore was the best value for evaluating other solutions.

The number of neighbors \( k \) used in CF algorithms usually have an high impact on the accuracy of recommendation systems. Results obtained for all metrics indicate that smaller values of \( k \) (30) can improve recommendation accuracy. In fact, regarding HR values, TSSCF and LDA-based algorithms obtained the double / triple of the SSCF algorithm (0.2 and 0.3 compared to 0.1). However, MRR values are small (less than 0.02), showing that all the algorithms generate recommendation lists, where the "desired" items are in the bottom instead of the top. Notice the particular behavior of MRR with its sharp decay, and that the accuracy results also influence the MRR, because missing hits are used in calculations. For example, lets take into consideration the best configuration for all the algorithms (see Figure 3, with \( k = 30 \)). TSSCF achieved an average value of 0.220 in HR and 0.008 in MRR, and although the MRR value is less than 0.1, the average rank position of the required items in the recommendation lists is 28 out of 100 (0.008 = \((1/28) \times 220)/1000\). For the LDA-based algorithm the average rank is 26 and for SSCF is 11. It is clear that SSCF has less hits than temporal context aware algorithms, however, it outputs the "desired" items with higher ranking values. This behavior is due to the variability of the ranking positions obtained during the experiments. Further evaluation is required to analyze this behavior.

VI. CONCLUSIONS AND FUTURE WORK

In this paper we explored the usage of temporal context and session diversity in Session-based CF recommendation algorithms, by comparing two algorithms that used temporal features: one with explicit description of the features and the other with implicit extraction from the data. Results showed an improvement of 200% in accuracy over typical Session-based CF of both algorithms developed, and revealed that the explicit characterization of temporal features led to an algorithm independent of the session generation mechanism. Regarding the number of neighbors, results also indicated that with small values of neighbors (\( k = 30 \)), Session-based CF techniques can achieve better accuracy values. However, results show that more research must be conducted in order to determine the factors that affect the ranking in the recommendation list, that lead to small values of MRR (< 0.1).

As for future work, we intend to follow two paths: the first one is to combine the temporal context with other context features (such as, the location of the users, or the activities they are performing, etc.) to better describe the variability and diversity of sessions; the second is to conduct a user study to evaluate the performance of temporal context aware algorithms in a real-world application and use feedback from users to improve recommendation.
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