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Abstract—The recommendation systems are widely used to support the users to handle the ever increasing data over the internet efficiently. Recommendation systems apply machine learning and data mining techniques for filtering unseen information and can predict whether a user would like a given resource. To date a number of recommendation system algorithms have been proposed such as collaborative filtering recommendations, content based recommendations and hybrid approach algorithms. The focus is generally on content based recommendation systems methods which are mainly based on naïve Bayesian machine learning algorithm. In this paper, a survey of techniques is presented which suggest naïve Bayesian algorithm for similarity in recommendation systems.
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I. INTRODUCTION

The data available on the web is of highly dynamic nature especially in the case of e-commerce systems and needs to be handled efficiently in order to provide competitive and efficient applications such as recommendation systems that would be able to predict the ever changing tastes of users accurately.

Collaborative filtering recommender systems recommend items by identifying other users with similar taste and use their opinions for recommendation; whereas content-based recommender systems recommend items based on the content information of the items. Content-based recommendation takes descriptions of the content of the previously evaluated items to learn the relationship between a single user and the description of the new items [2]. In this method a user is supposed to like a new item if the item is similar to other items that are liked by the user [3]. The collaborative recommendations are able to deliver recommendations based on the relevance feedback from other similar users. These systems suffer from scalability, data sparsity, over specialization, and cold-start problems resulting in poor quality recommendations and reduced coverage. Hybrid recommender systems combine individual systems to avoid certain aforementioned limitations of these systems.

Naïve Bayesian method is a famous classification algorithm [1] and it could also be used in the recommendation field. When factors affecting the classification results are conditional independent, naïve Bayesian method is proved to be the solution with the best performance. When it comes to the recommendation field, naïve Bayesian method is able to directly calculate the probability of user’s possible interests and no definition of similarity or distance is required, while in other algorithms such as k-NN there are usually many parameters and definitions to be determined manually. It is always fairly difficult to measure whether the definition is suitable or whether the parameter is optimal. Vapnik’s principle said that when trying to solve some problem, one should not solve a more difficult problem as an intermediate step. On the other side, although Bayesian network [4] have good performance on this problem, it has a great computational complexity.

New collaborative filtering algorithm are being designed to provide better performance of the algorithm to provide users with more accurate recommendations and consider the basics of naïve Bayesian algorithm for similarity.

II. BACKGROUND

As shown in Table 1, recommendation systems are implemented in many ways. They attempt to provide items which are likely of interest to the user according to characteristics extracted from the user’s profile. Some characteristics are from content of the items, and the corresponding method is called content-based approach. In the same way, some are from the user’s social environment which is called collaborative filtering approach [5].

Content-based approach reads the content of each item and the similarity between items is calculated according to characteristics extracted from the content. The advantages of this approach are that the algorithm is able to handle brand new items, and the reason for each recommendation is easy to explain. However, not all kinds of items are able to read.
Content-based systems mainly focus on items containing textual information [6], [7], and [8]. When it comes to movies, the content-based approach does not work. Therefore in this problem, we chose collaborative filtering approach.

### Table 1. Various recommendation systems

<table>
<thead>
<tr>
<th>recommendation systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>content-based</td>
</tr>
<tr>
<td>collaborative filtering</td>
</tr>
<tr>
<td>model-based</td>
</tr>
<tr>
<td>memory-based</td>
</tr>
</tbody>
</table>

Compared to content-based approach, collaborative filtering approach does not care what the items are. It focuses on the relationship between users and items. That is, in this method, items in which similar users are interested are considered similar [9], [10]. Collaborative filtering systems try to predict the interest of items for a particular user based on the items of other users’ interest. There have been many collaborative systems developed in both academia and industry [9]. Algorithms for collaborative filtering can be grouped into two general classes, memory-based and model-based [11], [12].

Memory-based algorithms essentially are heuristics that make predictions based on the entire database. Values deciding whether to recommend the item are calculated as an aggregate of the other users’ records for the same item. In contrast to memory-based methods, model-based algorithms first built a model according to the database and then made predictions based on the model [12]. The main difference between model-based algorithms and memory based methods is that model-based algorithms do not use heuristic rules. Instead, models learned from the database provide the recommendations.

A Bayesian classifier [34] is a probabilistic framework for solving classification problems. It is based on the definition of conditional probability and the Bayes' theorem. The Bayesian school of statistics uses probability to represent uncertainty about the relationships learned from the data. In addition, the concept of priors is very important as they represent our expectations or prior knowledge about what the true relationship might be. In particular, the probability of a model given the data (posterior) is proportional to the product of the likelihood times the prior probability (or prior). The likelihood component includes the effect of the data while the prior specifies the belief in the model before the data was observed. Using the Bayes theorem, the probability of a document d being in class C_j is calculated as follows:

\[
P(C_j | d) = \frac{P(C_j)P(d|C_j)}{P(d)}
\]

where P(C_j | d), P(C_j), P(d|C_j), and P(d) are called the posterior, prior, likelihood, and evidence respectively.

The Naive assumption is that features are conditionality independent, for instance in a document the occurrence of words (features) do not depend upon each other.

\[
P(C_j | d) = \frac{P(C_j) \prod_{i=1}^{h} P(F_i | C_j)}{P(F_1, \ldots, F_h)}.
\]

To classify a new document, Naive Bayes calculates posteriors for each class, and assigns the document to that particular class for which the posterior is the greatest.

### III. LITERATURE REVIEW

An adaptation of the naïve Bayes classification algorithm for the label ranking problem is proposed in [13]. The main idea lies in the use of similarity between the rankings to replace the concept of probability. The proposed method is empirically tested on some meta-learning problems that consist of relating characteristics of learning problems to the relative performance of learning algorithms. This method generally performs better than the baseline indicating that it is able to identify some of the underlying patterns in the data.

In other work by [14], a framework for combining the item-based CF with the Naive Bayes classifier. The idea is to use Naive Bayes classifier in off-line stage for generating recommendations. The prediction computed by the item-based CF using on-line stage is used if we have less confidence in the prediction computed by the Naive Bayes, else Naive Bayes’s prediction is used. We propose a simple approach for determining the confidence in the Naive Bayes’s prediction. We compared our algorithm with six different algorithms: user-based CF using Pearson correlation with default voting (UBCFDV), item-based CF (IBCF) using adjusted-cosine similarity 20, a hybrid recommendation algorithm, IDemo4, a Naive Bayes classification approach (NB) using item features information, a naive hybrid approach (NH) for generating recommendation 21, and the content-boosted algorithm (CB). Furthermore, we tuned all algorithms for the best mentioning parameters.

A new simple solution to the recommendation topic is provided in [15]. According to our experiment, the improved naïve Bayesian method has been proved able to be applied to instances where conditional independence assumption is not obeyed strictly. Our improvement on naïve Bayesian method greatly improved the performance of the algorithm. The improved naïve Bayesian method has shown its excellent performance especially at long length recommendation. According to our comparison between ordinary and improved naïve Bayesian method, the improvement on naive Bayesian method has an excellent effect. The result of ordinary naive Bayesian method is even worse than that of non personalized recommendation. However, after the improvement the performance is obviously better than the non-personalized recommendation. It is concluded that there is a strong relevance between user’s known and unknown interests. The performance of non-personalized recommendation tells that the popular items are also very important to our recommendation. When a proper combination between two aspects is made, as it is in the
improved naïve Bayesian method, performance of the algorithm should be satisfactory. When the combination is not proper, it may lead to a terrible performance as it is shown in the ordinary naïve Bayesian method.

In another work by [16], an approach is presented that is not limited to any specific recommendation algorithm. The intuition behind this approach comes from the assumption that multicriteria ratings represent user preferences for different components of an item, such as story, acting, direction, and visuals in the case of movies. So, an item's overall rating is not just another rating that is independent of others; rather, it serves as some aggregation function of the item's multicriteria ratings. In other words, this approach assumes that the overall rating has a certain relationship with the multicriteria ratings. For instance, in a movie recommendation application, the story criterion rating might have a very high priority—that is, movies with high story ratings are well liked overall by some users, regardless of other criteria ratings. So, if a system predicts that a movie's story rating will be high, it must also predict that the overall rating will be high in order to be accurate.

In this paper [17], only six hybrid recommendations implementations were shown. However, many other web-based recommender systems were implemented by students of the course “Interactive web-based systems design” and masters works in recent two years, proving that it is possible to implement hybrid recommendation in many different areas. In these implementations the consensus methods were usually used in the collaborative recommendation, but it is also possible to apply the consensus methods for demographic, content-based and also combined hybrid recommendations. It is quite difficult to test recommender systems, especially in controlled condition, because many different users are necessary to show how collaborative method operates, as well as each user needs rather long time of working with the system to show how content-based method operates. However all of the systems were tested with tens of users (one almost 80) and some methods were tested with most exhaustive user tests method, which methodology suggest to test only five users. These tests showed the increase of some usability factors after application of system recommendation.

IV. CONCLUSION

As per the requirement of the efficient handling of data over the internet, the improved naïve Bayesian methods provide better performance. The problems of previous recommendation systems algorithms have been addressed and this approach outperforms others in terms of accuracy, coverage and is more scalable. The approach used to include naïve Bayesian for similarity in recommendation systems but leave space for suggesting the best performance of these algorithms in terms of time and space complexities.
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