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Abstract

This paper studies the Resource Discovery problem in a Grid system based on Matchmaking-Routers. The proposed framework suggests that a Grid can be seen as an environment comprised by matchmaking-routers and resources. Each matchmaking-router is in charge of its local resources. The goal is to discover the appropriate resource for a specific request and then effectively direct the request to the resource within that environment. Matchmaking-routers are responsible of providing the set of resources that can satisfy a specific request and then directing the request to the resource that is capable of satisfying it.

1. Introduction

A Grid can be defined as “a large-scale, geographically distributed, hardware and software infrastructure composed of heterogeneous networked resources owned and shared by multiple administrative organizations which are coordinated to provide transparent, dependable, pervasive and consistent computing support to a wide range of applications. These applications can perform distributed computing [20, 22], high throughput computing, on-demand computing, data-intensive computing, collaborative computing or multimedia computing” [1].

The base of Grid technology is the concept of resource sharing. The types of resources shared in a Grid infrastructure could be desktop systems, clusters, storage devices and large data-sets. The question is what happens when a remote user requests access to a remote resource either to execute a job or to have access in the resource’s data? A resource discovery mechanism provided by the Grid infrastructure should be available to discover an appropriate resource for a request [2].

We developed two approaches in the resource discovery framework: a Minimum Distance approach and a Best Fit approach. After a match between a request and a resource is accomplished, the first approach suggests directing the request to the nearest resource capable of satisfying it. The second approach suggests directing the request to the resource that best fits the request’s requirements.

2. Related Work

The Matchmaking framework [3] was designed to solve real problems encountered in the deployment of Condor, a high throughput computing system. Several other research papers make use of the Matchmaking framework trying to add new aspects in the existing mechanism [4, 11, 14, and 18]. According to this framework, requestors and providers (resources) in a Grid system advertise their characteristics. A matchmaking service is responsible of finding a match between the advertisements and informing the relevant entities of the match.

Peer-to-Peer systems and Grids are both resource-sharing environments. Research papers, concerning that field, suggest the use of existing protocols developed for Peer-to-Peer systems into Grid systems [5, 6, 13, 16, 19, and 21].

Another notable approach to the Resource Discovery problem is the Semantic Communities one [7, 8, 10, 12, 15, and 17]. Main target in this approach is to create Grid communities based on similar-interests policies allowing community nodes to learn of each other without relying on a central meeting point.

The proposed framework makes use of the matchmaking process and semantic-based descriptions of resources and requests in order to provide sets of resources capable of satisfying a specific request. We deployed a Routing Tables mechanism [9] for directing a request to the resource that will satisfy it. To the best of our knowledge, a resource discovery mechanism combining matchmaking and routing concepts has never been deployed before.
3. The Matchmaking-Router Model

3.1. Grid environment

A Grid system can be seen as an environment comprised by matchmaking-routers and resources. Each router is in charge of its local resources and also connects with other routers within the Grid system. Fig. 1 presents a Grid system based on the matchmaking-router model. The system is comprised by three matchmaking-routers, where each one controls its local resources. Fig. 1 also shows the way that the matchmaking-routers are connected (Router 1 connects directly to Routers 2 and 3).

![Fig. 1 The Matchmaking-Router model](image)

3.2. Routing Tables

Each matchmaking-router in the Grid network maintains a Routing Table with size equal to the number of different resources in the network. Each data element in that table is the minimum distance measured in hops from that router to all the resources available in the network (Fig. 2 presents such a Table assuming that the number of available resources in the system is twenty).

![Fig. 2 An example of a Routing Table available in a matchmaking-router](image)

It is obvious that a shortest distance algorithm plays a central role in creating the Routing Tables for each router in the system. We have deployed such an algorithm for our simulation needs. Due to space limitations, the algorithm is not presented in the paper.

4. Matchmaking

4.1. Descriptions of requests and resources

A request created in a matchmaking-router at some point of time describes four basic characteristics in order to get satisfied. These required characteristics are: architecture, operating system, disk, and memory. For example a request could require a resource with the following characteristics: Intel architecture, Solaris26 operating system, minimum disk required 25000MB and minimum memory required 512 MB.

Resources that are available in the Grid system also use descriptions of their characteristics. A Grid resource is fully described using the four characteristics mentioned above. For example a resource description in the Grid system could be the following: SGI architecture, IRIX6 operating system, available disk 35000MB and available memory 1024MB.

4.2. Matchmaking Rules

The basic matchmaking rules that determine the set of candidate resources that can satisfy a specific request in the framework are the following:

1. The architecture and operating system characteristics of the request must match the architecture and operating system characteristics of the resource.
2. The minimum disk size required by the request must be smaller or equal to the available disk size of the resource.
3. The minimum memory space required by the request must be smaller or equal to the available memory space of the resource.

An example of a request created in a matchmaking-router is shown in Fig. 3. The resources available to the supposed Grid system are four and their description types are shown in Fig. 4. The matchmaking-router has to provide the set of resources that are capable of satisfying the request complying to the basic matchmaking-rules mentioned above. Resource of type 1 cannot satisfy the request due to a mismatch in the operating system characteristic. Resource of type 2 also cannot satisfy the request due to a mismatch in the architecture characteristic. Finally, resources of types 3 and 4 are capable of satisfying the request due to matches in the architecture and operating system characteristics. Note that the available disk and memory characteristics also conform to the request’s minimum disk and memory requirements.

![Fig. 3 An example of a request’s requirements](image)
requirements but its distance from the router that created the request could be unacceptable.

The two developed approaches for the proposed Grid resource discovery framework take into consideration the concept of the best suitability (best fit) and the factor of distance when there is more than one resource capable of satisfying a specific request.

5. Best Fit Approach

The Best Fit approach suggests directing the request to the most suitable resource. The most suitable resource is the one that fits best to the requirements of the request.

The Best Fit resource is identified as the one that has a smaller or zero difference between available disk size and required minimum disk size and a smaller or zero difference between available memory space and required minimum memory space.

For the example request in Fig. 3, the Best Fit approach would suggest directing the request to the most suitable resource of type 3. The difference of the available disk size and memory space of resource type 3 from the minimum required disk size and memory space of the request is zero.

6. Minimum Distance Approach

The Minimum Distance approach suggests directing the request to the nearest available resource. Given a set of resources, the matchmaking-router uses the information maintained to its Routing Table in order to determine the nearest resource. The resource chosen for satisfying the request does not have to be the Best Fit resource.

7. An example of Resource discovery

In Fig. 5, a Grid system comprised by five matchmaking-routers and four different types of resources is presented. At some point of time, a request is created in Router 1. This request requires for a resource with the following characteristics: Intel architecture, Linux operating system, 30000MB disk size, 1024MB memory space. Fig. 5 also presents the descriptions of characteristics of the four different types of resources available in the system.

The matchmaking-router (Router 1) based on the matchmaking rules is responsible of providing the set of resources capable of satisfying the request. From the four different types of resources available in the system, only two are appropriate for the request’s requirements. These are: Resource of type 3 and Resource of type 4.

Assuming that the directing of the request happens with the Best Fit approach, the matchmaking-router 1 has to decide which one of the two resources is most suited for satisfying the request. In this case, the Best Fit resource is the resource of type 4. So, the request is forwarded to Router 5, where the resource of type 5 exists locally. Satisfaction of the request happened in a total distance of 4 hops.

Assuming that the directing of the request happens with the Minimum Distance approach, the process for the satisfaction of the request is the following. Matchmaking-router 1 has to decide which one of the two resources will satisfy the request. Based on the information maintained in its Routing Table (first row of Table 1), the matchmaking-router 1 decides to forward the request to the nearest resource. Distance from router 1 to resource of type 3 is 2 hops, which is smaller than the distance to resource of type 4 which is equal to 4 hops. So, resource of type 3 is selected for the satisfaction of the request.

<table>
<thead>
<tr>
<th>Router</th>
<th>Resource 1</th>
<th>Resource 2</th>
<th>Resource 3</th>
<th>Resource 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1 hop</td>
<td>1 hop</td>
<td>2 hops</td>
<td>4 hops</td>
</tr>
<tr>
<td>2</td>
<td>1 hop</td>
<td>2 hops</td>
<td>1 hop</td>
<td>3 hops</td>
</tr>
<tr>
<td>3</td>
<td>1 hop</td>
<td>1 hop</td>
<td>3 hops</td>
<td>3 hops</td>
</tr>
<tr>
<td>4</td>
<td>1 hop</td>
<td>1 hop</td>
<td>2 hops</td>
<td>2 hops</td>
</tr>
</tbody>
</table>

8. Testing
8.1. Environment

Grid Graph generator [23] produced the backbone of the networks, meaning the matchmaking-routers. After this we allocated a certain number of resources to each matchmaking-router of the network. In all tests, we assume that we own twenty different types of resources. Each router of the network can control locally three to five resources. Note that a resource of a specific type could exist locally more than one time in the same router. All available resources are fully dedicated to the Grid system.

Tests were conducted in networks of the following sizes: 202 routers, 402 routers, 602 routers, 802 routers, and 1002 routers. Due to space limitations only few results and tests are presented here.

8.2. Results and conclusions

This section presents results for the approaches of Minimum Distance and of Best Fit in a Grid system of a 1002 matchmaking-routers. Results shown here are the averages of four different executions in four different topologies for a 1002 routers network.

Fig. 6 presents the evolution of simulation in terms of distance in hops for 1000 requests randomly created in random matchmaking-routers based on the Minimum Distance approach. It is obvious that resource discovery for the most cases of requests happened in small level of hops, around 1 to 3 hops. This fact was expected, because the Minimum Distance approach directs the requests to local resources or to resources that are near the matchmaking-router that created the request based on the distance information available in routing tables.

Fig. 7 presents the evolution of simulation in terms of distance in hops for 1000 requests based on the Best Fit approach. Resource discovery for the most cases of requests happened in small level of hops, around 2 to 4 hops. It appears that the numbers of hops for the Best Fit approach are small but they are slightly higher than the numbers of hops presented for the Minimum Distance approach. This can be explained by the fact that the Best Fit approach directs requests based on the suitability of the resources capable of satisfying them. Due to this, the most suitable resource does not have to be local nor near to the matchmaking-router that created the request.

Fig. 8 shows the average distances for discovering all twenty types of resources during the simulation for both approaches. As expected discovery of the most types of resources with the Minimum Distance approach is extremely small, around 1 and 2 hops. Discovery with the Best Fit approach presents slightly larger numbers of hops than the Minimum Distance approach, but still acceptable, around 2 and 3 hops.

Both approaches, Minimum Distance and Best Fit, present extremely well results showing their effectiveness in discovering the appropriate resource. The Minimum Distance approach guarantees satisfying a request in the smallest number of hops. The Best Fit approach guarantees discovering the most suited for the request resource, without producing unacceptable results in terms of distance in hops.
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