Generalized rough fuzzy c-means algorithm for brain MR image segmentation
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\textbf{ABSTRACT}

Fuzzy sets and rough sets have been widely used in many clustering algorithms for medical image segmentation, and have recently been combined together to better deal with the uncertainty implied in observed image data. Despite of their wide spread applications, traditional hybrid approaches are sensitive to the empirical weighting parameters and random initialization, and hence may produce less accurate results. In this paper, a novel hybrid clustering approach, namely the generalized rough fuzzy c-means (GRFCM) algorithm is proposed for brain MR image segmentation. In this algorithm, each cluster is characterized by three automatically determined rough-fuzzy regions, and accordingly the membership of each pixel is estimated with respect to the region it locates. The importance of each region is balanced by a weighting parameter, and the bias field in MR images is modeled by a linear combination of orthogonal polynomials. The weighting parameter estimation and bias field correction have been incorporated into the iterative clustering process. Our algorithm has been compared to the existing rough c-means and hybrid clustering algorithms in both synthetic and clinical brain MR images. Experimental results demonstrate that the proposed algorithm is more robust to the initialization, noise, and bias field, and can produce more accurate and reliable segmentations.

© 2011 Elsevier Ireland Ltd. All rights reserved.

1. Introduction

Magnetic resonance (MR) imaging has several advantages over other medical imaging modalities, including the high contrast among different soft tissues, relatively high spatial resolution across the entire field of view and multi-spectral characteristics. Segmentation of brain MR images into gray matter (GM), white matter (WM) and cerebrospinal fluid (CSF) plays an important role in both clinical practice and neuroscience studies, and hence has attracted extensive research attention.

One of the major difficulties faced by brain MR image segmentation is the bias field in MR images \cite{1,2}, which arises from the imperfections in the radio-frequency coils or problems associated with the acquisition sequences. The bias field, also referred to as the intensity non-uniformity (INU), often
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appears as the variation of intensities from the same tissue type over the locations in an image. Usually, the bias field correction and image segmentation are required to be interleaved in an iterative process such that they can benefit from each other to yield better results. Many segmentation approaches with bias field correction have been proposed for brain MR images in the literature [3–6]. Among them, fuzzy clustering based algorithms [7–10] are one of the most popular groups.

Fuzzy c-mean (FCM) clustering has been widely used in medical image segmentation. In FCM, the membership function can handle the overlapped clusters efficiently [11]. However, FCM is known to be vulnerable to outliers. Recently, rough sets have also been incorporated into the c-means framework for image segmentation [12–15]. The resultant rough c-means (RCM) [12] algorithms deal with the uncertainty, vagueness and incompleteness in data [16] via modeling clusters in terms of the upper and lower approximations. The lower approximation is the set of objects that definitely belong to a vague cluster, and the upper approximation is the set of objects that possibly belong to that cluster. However, defining the lower and upper approximations for each cluster is very difficult, and currently relies on the initialization of cluster centroids. An inappropriate initialization may result in less accurate segmentation.

Both fuzzy sets and rough sets provide a mathematical framework to deal with the uncertainties associated with the human cognition process [17]. The membership function of fuzzy sets can handle overlapping partitions; whereas the lower and upper approximations of rough sets can characterize the vagueness and incompleteness in class definition. Therefore, hybrid algorithms, which use fuzzy sets and rough sets in a combined manner, have been proposed [18–21]. However, there are three major disadvantages in these hybrid approaches. First, all data are grouped into rough regions by using a single threshold. Since the threshold is computed based on the highest and second highest memberships of each pixel, the performances of existing hybrid algorithms are very sensitive to the initial cluster prototypes. Second, the weighting parameter that plays a critical role in balancing the contribution of data from positive region and boundary region is set manually. Ideally, this weight should be adaptive to the accuracy of the positive region of each cluster, taking a large value for accurate positive regions and a small value otherwise. Third, each partition is represented by three parameters, including a cluster centroid, a crisp lower approximation and a fuzzy boundary. However, not all pixels can be assigned to the upper approximation. These drawbacks not only prevent existing hybrid algorithms from providing fully automated segmentation, but also decrease their segmentation accuracy.

To overcome these drawbacks, we propose a generalized rough-fuzzy c-means (GRFCM) algorithm to segment brain MR images into GM, WM, CSF and background. In this algorithm, we use a linear combination of orthogonal polynomials from Ref. [22] to approximate the bias field, and incorporate the bias field correction into the clustering process. Thus, the proposed algorithm can be used to segment brain MR images with intensity inhomogeneity. For each cluster, we partition an image into three rough regions, including the positive region, boundary region and negative region [23], with two thresholds. The construction of rough regions can be treated as an initialization step in each iteration of the algorithm. The membership of a pixel belonging to each cluster is estimated with respect to the rough region, in which the pixel lies. Only those pixels in the positive region and boundary region have non-zero memberships, and are used to determine the mean of each cluster. In this way, we improve the accuracy of the cluster estimation and the robustness against initializations. Moreover, the weighting parameter that balances the contribution of each rough region is estimated automatically in our algorithm. Therefore, the proposed algorithm has three major advantages, including the automated estimation of most involved parameters, robustness to the initialization, noise and bias field, and improved segmentation accuracy. The performance of our algorithm has been compared to several clustering-based segmentation algorithms in both synthetic and clinical brain MR images. Note that part of results in this paper was reported in our recent conference paper [24].

2. Background

2.1. Bias field formulation

The bias field in a brain MR image can be modeled as a multiplicative component of an observed image, shown as follows:

$$I = b \cdot J + n$$

where $I$ is the measured image, $J$ is the true image to be restored, $b$ is an unknown bias field, and $n$ is the additive zero-mean Gaussian noise. The goal of bias field correction is to estimate the bias field $b$ from the measured image $I$ and eliminate it.

Ideally, in the region of tissue $c$, the true image $J$ takes the same value $v_c$, which is determined by the measured physical property of that tissue. This property, in conjunction with the spatially coherent nature of each tissue’s distribution, implies that the true image $J$ is approximately a piecewise constant map [7]. Without loss of generality, the bias field $b$ can be assumed to vary slowly in the entire image domain, and be approximated by a linear combination of bases functions. Theoretically, such approximation can achieve arbitrary accuracy with a sufficiently large number of bases [22].

2.2. Rough set

The rough set theory aims to approximate an imprecise concept in the domain of discourse by using a pair of exact concepts, called the lower and upper approximations. Let $\mathcal{U} \neq \emptyset$ be a universe of discourse, an equivalence relation $\mathcal{R}$ defined in it can lead to a partition of $\mathcal{U}$, denoted by $\mathcal{U}/\mathcal{R} = \{X_1, X_2, \ldots, X_n\}$, where each subset $X_i$ is called a category and represents an equivalence class of $\mathcal{R}$. Approximation is used to represent the roughness of knowledge. The R-upper and R-lower approximations of the subset $X$ are defined as

$$\bar{X} = \bigcup\{Y \in \mathcal{U}/\mathcal{R} | Y \cap X \neq \emptyset\}$$
$$\underline{X} = \bigcup\{Y \in \mathcal{U}/\mathcal{R} | Y \subseteq X\}$$
The lower approximation contains all subsets that are certainly included in \( X \), and the upper approximation contains all subsets that are possibly included in \( X \). Based on both approximations, the R-positive, R-negative and R-boundary regions of \( X \) can be defined as follows [23]:

\[
\begin{align*}
\text{POS}_R(X) &= X \\
\text{NEG}_R(X) &= U - \overline{\text{POS}}_R(X) \\
\text{BN}_R &= \overline{\text{POS}}_R(X) - X
\end{align*}
\]

(3)

2.3. Rough-fuzzy c-means clustering

To classify the data set \( \{d_1, d_2, \cdots, d_n\} \) into \( C \) clusters, the hybrid rough fuzzy c-means (RFCM) clustering algorithm proposed by Mitra and Pal [19] minimizes the following objective function

\[
J_{RFCM} = \begin{cases} 
\omega \times A_1 + \omega \times B_1 & \text{if } B(v_c) \neq \emptyset, \ B(u_c) \neq \emptyset \\
A_1 & \text{if } B(u_c) \neq \emptyset, \ B(v_c) = \emptyset \\
B_1 & \text{if } B(v_c) = \emptyset, \ B(u_c) \neq \emptyset
\end{cases}
\]

with

\[
\begin{align*}
A_1 &= \sum_{c=1}^{C} \sum_{i \in B(v_c)} \|d_i - u_{c}\|^2 \\
B_1 &= \sum_{c=1}^{C} \sum_{i \in B(v_c)} u_{c}^2 \|d_i - u_{c}\|^2
\end{align*}
\]

where \( u_c \) is the mean pixel value of cluster \( c \), \( u_{c} \in [0, 1] \) is the membership of data \( d_i \) belonging to cluster \( c \), and the parameters \( \omega \) and \( \tilde{\omega} = (1 - \omega) \) balance the relative importance of lower approximation and boundary region. In this algorithm, cluster \( c \) is characterized by its lower approximation \( B(u_c) \), upper approximation \( \overline{B}(u_c) \) and boundary region \( B(v_c) = (\overline{B}(u_c) - B(u_c)) \). For each cluster, all data are grouped into either \( B(u_c) \) or \( B(v_c) \) by using a threshold \( \delta \), which determines the size of granules of rough-fuzzy clustering and hence plays an important role in the RFCM algorithm. Since the threshold \( \delta \) is computed based on the highest and second highest memberships of each pixel, the performance of the RFCM algorithm are very sensitive to the initial cluster prototypes.

3. GRFCM algorithm

3.1. Objective function

An observed brain MR image with \( N \) pixels is denoted by a data set \( I = \{I_1, I_2, \cdots, I_N\} \), where \( I_i \) is the value of pixel \( i \). With the bias field model given in Eq. (1), the observed image \( I \) is assumed to be a true signal \( J \) degenerated by the bias field \( b = \{b_1, b_2, \cdots, b_N\} \) and zero-mean Gaussian noise \( n \). Based on the rough theory, the image is further assumed to be partitioned into the positive region \( P(v_c) \), boundary region \( B(v_c) \) and negative region \( N(v_c) \) for each cluster \( c \). Segmentation of the observed brain MR image into \( C \) clusters can be solved by minimizing the following objective function.

\[
J_{GRFCM} = \lambda_1 \sum_{c=1}^{C} \sum_{i \in P(v_c)} u_{m}^m \|I_i - b_i u_c\|^2 + \lambda_2 \sum_{c=1}^{C} \sum_{i \in B(v_c)} u_{m}^m \|I_i - b_i u_c\|^2
\]

\[
+ \lambda_3 \sum_{c=1}^{C} \sum_{i \in N(v_c)} u_{m}^m \|I_i - b_i u_c\|^2
\]

(6)

where \( \lambda_1, \lambda_2 \) and \( \lambda_3 \) are weighting parameters, representing the relative importance of three rough-fuzzy regions and satisfying the constraint \( \lambda_1 + \lambda_2 + \lambda_3 = 1 \).

3.2. Rough-fuzzy region determination

For each cluster, three rough-fuzzy regions are determined by using two thresholds, which are estimated based on the distances between each pixel value \( I_i \) and each intensity level \( g_j \) appeared in the image. To reduce the influence of noise, all intensities in the neighborhood of each pixel are used to calculate this distance, shown as follows:

\[
d_i(g_j) = \sqrt{\frac{\sum_{k \in n_i} (I_k - g_j)^2}{|n_i|}} , \quad j = 1, 2, \ldots, L
\]

(7)

where \( n_i \) is a neighborhood of pixel \( i \), \( |n_i| \) is the cardinality of \( n_i \), \( L \) is the maximum intensity, \( L_{\min} \) is the minimum intensity, and \( L \) is the total number of intensity levels in the image. Thus, we have a distance vector \( d_i = (d_i(g_1), d_i(g_2), \cdots, d_i(g_L)) \) for each pixel \( i \). Given the maximum \( d_{i,\max} \) and minimum \( d_{i,\min} \) of the vector \( d_i \), two thresholds can be estimated as follows:

\[
\begin{align*}
t_1 &= \frac{1}{n} \sum_{i=1}^{n} d_{i,\min} \\
t_2 &= \frac{1}{n} \sum_{i=1}^{n} d_{i,\max}
\end{align*}
\]

(8)

To determine three rough regions for each class \( c \), we must calculate \( d_i(v_c) \), the distance between each pixel \( i \) and the mean pixel value of class \( c \), by using the Eq. (7). Then, the positive region \( P(v_c) \), boundary region \( B(v_c) \) and negative region \( N(v_c) \) can be obtained by comparing the distance \( d_i(v_c) \) and those two thresholds

\[
I_i \in \begin{cases} 
P(v_c) & \text{if } d_i(v_c) \leq t_1 \\
B(v_c) & \text{if } t_1 < d_i(v_c) \leq t_2 \\
N(v_c) & \text{if otherwise}
\end{cases}
\]

(9)

The definition of three rough-fuzzy regions is illustrated in Fig. 1. It is shown that the positive region \( P(v_c) \) gives the lower approximation of cluster \( c \), and negative region \( N(v_c) \) gives the complement of the higher approximation of cluster \( c \). Therefore, all data in the positive region \( P(v_c) \) certainly belong to cluster \( c \), and their membership to cluster \( c \) should be one. All
data in the negative region $N(u_c)$ are definitely excluded from cluster $c$, and their membership to cluster $c$ should be zero. Thus, the objective function shown in Eq. (6) can be simplified as

$$J_{GRFCM} = \sum_{c=1}^{C} \sum_{i \in P(u_c)} \left\| I_i - b_i u_c \right\|^2 + (1 - \lambda) \sum_{c=1}^{C} \sum_{i \in R(u_c)} u_{mi} \left\| I_i - b_i u_c \right\|^2$$

(10)

It should be noted that positive regions may be empty. To avoid the sensitteness to initializations, we assign all pixels to the boundary region $B(u_c)$, if the positive region $P(u_c)$ is empty. In this case, the GRFCM algorithm would degrade to the traditional FCM algorithm.

3.3. Weighting parameter estimation

To balance the contribution of data from each region, both our algorithm and other improved fuzzy clustering algorithms introduce the weighting parameter $\lambda$. Ideally, $\lambda$ should be adaptive to the accuracy of the estimated rough regions, taking a large value for an accurate rough region and a small value for an inaccurate region. However, the weighting parameter $\lambda$ is set manually as a fixed value in most existing algorithms. In this paper, we used incorporated the estimation of optimal balance parameter for each cluster into solving the overall clustering problem, and proposed an iterative solution.

Obviously, an accurate estimation of the positive region $P(u_c)$ may cover most pixels of the cluster $c$. On the contrary, an inaccurate $P(u_c)$ must be much smaller, as many pixels of cluster $c$ may lie in the boundary region. Therefore, we define the adaptive weighting parameter for each cluster as the percentage of the positive region area within the area of the entire cluster, shown as follows:

$$\lambda_c = \frac{|P(u_c)|}{|I_i = c; i = 1, \ldots, n|}$$

(11)

where

$$I_i = \arg \max_{c=1, \ldots, C} |u_{ci}|$$

(12)

is the class label of pixel $i$ obtained according to the maximum membership.

With the estimated adaptive weighting parameters, the objective function can be re-written as

$$J_{GRFCM} = \sum_{c=1}^{C} \left( \lambda_c \sum_{i \in P(u_c)} \left\| I_i - b_i u_c \right\|^2 \right) + \sum_{c=1}^{C} \left( 1 - \lambda_c \right) \sum_{i \in R(u_c)} u_{mi} \left\| I_i - b_i u_c \right\|^2$$

(13)

3.4. Bias field approximation

We assume that the bias field $b$ can be approximated at the pixel-by-pixel level by using the following linear combination of orthogonal polynomials

$$b_i = \sum_{k=1}^{M} o_{vk}(i) = w^TG(i)$$

(14)

where $M = (D + 1)(D + 1)/2$ is the number of polynomials $g_k(i)$, $w^T G(i)$ gives a linear combination of a set of basis functions $G(i)$, which are orthogonal polynomials in this study, and $\{o_{vk} \in \mathbb{R} ; k = 1, \cdots, M\}$ are real-valued combination coefficients. Theoretically, any function can be approximated by a linear combination of a set of basis functions up to arbitrary accuracy [22], and $D$ is the degree of those polynomials.

To estimate and correct the bias field, we should determine the combination coefficients $\omega = \{o_{vk}, o_{v2}, \cdots, o_{vM}\}$ through taking the derivative of the objective function $J_{GRFCM}$ with respect to $\omega$. However, due to the utilization of weighting parameter $\lambda$, estimating $\omega$ in this way becomes computationally difficult. Nevertheless, the bias field in an observed MR image has fixed values, regardless of the variation of $\lambda$. Therefore, we defined the following un-weighted version of the objective function to estimate $w$

$$J_{GRFCM} = \sum_{c=1}^{C} \sum_{i \in I} u_{mi}^c \left\| I_i - w^TG(i)u_c \right\|^2$$

(15)

By taking the derivation of $J_{GRFCM}$ with respect to $w$, we get

$$\frac{\partial J}{\partial w} = 2 \sum_{c=1}^{C} \sum_{i \in I} u_{mi}^c (I_i - w^TG(i)u_c)(-G(i)^T u_c)$$

$$= 2 \left\{ \sum_{i \in I} G(i)G(i)^T \left( \sum_{c=1}^{C} u_{mi}^c u_{ci} \right) \right\} w$$

$$-2 \sum_{i \in I} I_i G(i) \left( \sum_{c=1}^{C} u_{mi}^c u_{ci} \right) = 0$$

(16)

Then we can rewrite this equation as

$$A w - B = 0$$

(17)
where

\[
\begin{align*}
A &= \sum_{i \in \Omega} G(i)G(i)^T J_1(i) \\
B &= \sum_{i \in \Omega} I_i G(i) J_2(i) \\
J_1(i) &= \sum_{c=1}^C u_{ci}^m v_{ci}^2 \\
J_2(i) &= \sum_{c=1}^C u_{ci}^m v_{ci}
\end{align*}
\]

(18)

Since the \(M \times M\) matrix \(A\) is nonsingular \([22]\), combination coefficients \(w\) can be estimated as

\[
w = A^{-1} B
\]

(19)

### 3.5. Objective function minimization

Similar to other FCM-like algorithms, the objective function \(J_{GRFCM}\) can be minimized in an iterative way. In each step, it is minimized with respect to each variable while keeping other variables fixed. This minimization process can be summarized as follows:

1. Initialize the centroids of all clusters \(\{v_1, v_2, \ldots, v_C\}\) randomly, and set the bias field to be \(b = (1, 1, \ldots, 1)\).
2. Determine three rough-fuzzy regions for each cluster by using Eqs. (7)–(9).
3. Calculate memberships \(\{u_{ci}; c = 1, \ldots, C, i = 1, \ldots, N\}\) as follows:

\[
u_{ci} = \begin{cases} 
1 & \text{if } I_i \in P(v_c) \\
\sum_{k=1}^C \left( \frac{1}{\| I_i - b_k v_c \|^2} \right)^{1/(m-1)} & \text{if } I_i \in B(v_c) \\
0 & \text{if } I_i \in N(v_c)
\end{cases}
\]

(20)

4. Assign each pixel \(i\) a class label \(l_i\) according to Eq. (12).
5. Estimate the adaptive weighting parameters \(\{\lambda_1, \lambda_2, \ldots, \lambda_C\}\) according to Eq. (11);  
6. Update cluster centroids as follows, if either the positive region or boundary region is non-empty

\[
v_c = \lambda_c \sum_{i \in P(v_c)} u_{ci}^m b_i + (1 - \lambda_c) \sum_{i \in B(v_c)} u_{ci}^m v_{ci}^2 b_i \sum_{i \in B(v_c)} u_{ci}^m v_{ci}
\]

(21)

7. Otherwise, all the pixels in the image should be used in the calculation

\[
u_c = \frac{\sum_{i=1}^N u_{ci}^m b_i}{\sum_{i=1}^N u_{ci}^m b_i^2}
\]

(22)

8. Approximate the bias field \(b = (b_1, b_2, \ldots, b_N)\) by using Eqs. (14)–(19);

Repeat steps 2–7 until the total distance between the cluster centroids obtained from two successive iterations becomes smaller than a user specified threshold (0.001 is used in this paper for all the experiments).

### 4. Experiment results

We applied the proposed GRFCM algorithm to the segmentation of brain MR images into GM, WM, CSF and background. To facilitate the visions, we compared the proposed algorithm with the other relative methods on 2D brain MR images in this section. The parameters used in our experiments were set as follows. The centroids are initialized randomly and should be the different from each other. The degree of polynomials \(D\) was set to be 3, and hence the number of the basis functions \(M\) was 10. The size of the neighborhood used in defining rough-fuzzy regions was \(3 \times 3\). And the fuzzy factor \(m\) took its default value 2.

The performance of segmenting each type of brain tissues was evaluated quantitatively by using the Dice coefficient (DC), which is defined as the ratio between the intersection and union of the obtained region \(S_1\) and ground truth region \(S_2\)

\[
DC(S_1, S_2) = \frac{2|S_1 \cap S_2|}{|S_1| + |S_2|}
\]

(23)

The value of DC ranges from 0 to 1, with a higher value representing a more accurate segmentation result.

The first experiment was performed in synthetic brain MR images selected from the Brain Web Simulated Brain Database (BrainWeb) \([25]\). BrainWeb provides full three-dimensional data volumes which have been simulated using three sequences (T1-, T2-, and PD-weighted) and a variety of slice thicknesses, noise levels, and levels of intensity non-uniformity. In our experiments, we use the T1-weighted 1 mm brain MR images with different level of noise and intensity inhomogeneity. Since the typical noise level in real MR data is around 3%, a synthetic brain MR image containing 3% noise and 40% INU was selected and shown in Fig. 2(a). The corresponding ground truth of brain tissues is shown in Fig. 2(b). The estimated bias field, bias corrected image and segmentation result are displayed in Fig. 2(c)–(e). Three rough-fuzzy regions for each of WM, GM and CSF are shown in Fig. 2(f)–(h), where the positive region, boundary region and negative region were illustrated in bright, gray, and dark respectively. Finally, the membership function of WM, GM and CSF are depicted in Fig. 2(i)–(k). It reveals that the proposed algorithm can construct rough-fuzzy regions appropriately, and estimate and remove the bias field effectively. Comparing Fig. 2(e) to Fig. 2(b), we found that the tissue segmentation obtained by applying our algorithm is consistent with the ground truth.

The second experiments were carried out in 3T-weighted brain MR images adapted from Ref. \([22]\). Three MR slices, together with the estimated bias fields, bias corrected images, and segmentation results were displayed in Fig. 3. It shows that the intensities within each brain tissue in the bias corrected images become quite homogeneous. It demonstrates...
again that the results of our segmentation algorithm are consistent with the expected tissue regions.

To demonstrate the ability of the proposed algorithm to exempt from skull stripping, we performed the third experiment in 7T brain MR images with skulls adapted from Ref. [7] and Ref. [26]. Fig. 4 shows two example images, the estimated bias fields, bias corrected images, and segmentation results. It is clear that the proposed algorithm can still achieve satisfying performance without being influenced by the skull.

Next, we compared the proposed segmentation algorithm to the RCM (Rough c-means) [12], RFCM (Rough fuzzy c-means) [19], RPFCM (Rough possibilistic fuzzy c-means) [20], and SCM (Shadowed c-means) [21] algorithms in simulated T1-weighted brain MR images. Since the RCM, RFCM, RPFCM and SCM algorithms cannot remove the INU from images, the test MR images selected from BrainWeb contain different level of noise, but no INU. Three example brain MR images with 9% noise, together with their segmentation results and ground truth, are shown in Fig. 5. The accuracy of all five algorithms in segmenting GM and WM from MR images with different noise levels are compared in Fig. 6. This comparison demonstrates that the proposed algorithm produce the most accuracy segmentation and has the best ability to denoise, especially in the area with abundant textures and details.

To demonstrate its ability to correct the bias field, the proposed algorithm was also compared to the methods developed by Wells et al. [4], Leemput et al. [5], Pham and Prince [8] and Li et al. [22] in synthetic brain MR images corrupted by INU. Three brain MR images with 3% noise and 100% of INU were shown in the first column of Fig. 7. The obtained segmentation results and ground truth were displayed in the rest columns. The DC values calculated in the segmentation results of 20 brain MR images were compared in Fig. 8. Those synthetic brain MR images contain 3% noise and different level of INU, ranging from 20% to 100%. Both Figs. 7 and 8 illustrate that, among those five algorithms, our algorithm

Fig. 2 – Illustration of (a) a simulated brain MR image with 3% noise and 40% INU, (b) its segmentation ground truth, (c) the estimated bias fields, (d) bias-corrected image, (e) segmentation result of our GRFCM algorithm, (f) rough-fuzzy region of WM, (g) rough-fuzzy region of GM, (h) rough-fuzzy region of CSF, (i) membership function of WM, (j) membership function of GM, and (k) membership function of CSF.

Fig. 3 – Illustration of (1st column) three 3T-weighted brain MR images, (2nd column) their estimated bias fields, (3rd column) bias-corrected images, and (4th column) segmentation results of our GRFCM algorithm.
Fig. 4 – Illustration of (1st column) two 7T-weighted brain MR images with skull, (2nd column) their estimated bias fields, (3rd column) bias-corrected images, and (4th column) segmentation results of our GRFCM algorithm.

Fig. 5 – Illustration of (a) a simulated T1-weighted brain MR images with 9% noise, (b) its brain mask, (c) segmentation ground truth, and segmentation results obtained by applying (d) the proposed GRFCM, (e) RCM, (f) RFCM, (g) RPFCM, and (h) SCM algorithms.

Fig. 6 – DC values of the (left) GM and (right) WM segmentation obtained by applying five algorithms to simulated T1-weighted brain MR images with increasing level of noise.
can produce the most accurate segmentation of brain MR image with various levels of INU. It should be noted that we set the fuzzier \( m \) be 2 for RCM, RFCM, RPFCM, SCM and the proposed algorithm, and set the balance parameter be 0.95 for RCM, RFCM and RPFCM. Moreover, we test these five algorithms with 2D brain MR images from BrainWeb, and the average accuracy of the segmentations are calculated based on 20 different 2D brain MR images.

Further, we compared those five algorithms in clinical brain MR images selected from Ref. [27]. Four T1-weighted adult brain MRI images with 3% noise and 60–80% INU were shown in the first column of Fig. 9. The segmentation results obtained by applying three algorithms were displayed in the second, third and fourth column, respectively. The segmentation ground truth generated by medical professionals was given in the last column for visual comparison. It reveals that the proposed method outperforms other two methods in noise resistance. The DC values of the GM and WM segmentation shown in Fig. 9 were compared in Table 1. These results show that our algorithm has the ability to improve substantially the segmentation of clinical brain MR images.

5. Discussion

Many fuzzy clustering algorithms are criticized for their dependence on initialization. Nevertheless, the proposed GRFCM algorithm has distinct advantages over traditional algorithms in its robustness to initialization. We applied the RPFCM, SCM and proposed algorithm on 30 brain MR images for 20 times. Each time, all algorithms are initialized randomly. The test image were selected from BrainWeb, containing 5% noise and no INU. The DC values of the GM and WM segmentation obtained in this experiment are depicted in Fig. 10. It shows that the DC values of the results from the RPFCM and SCM algorithms vary widely over different initializations. On the contrary, DC values of the results from our algorithm have no visible change. It demonstrates that
the accuracy of proposed segmentation algorithm is very stable and robust to initialization.

Similar to other fuzzy clustering methods, the proposed algorithm is also a continuous iterative procedure to minimize the objective function. With the automatically determined rough-fuzzy regions, our algorithm can reach an appropriate convergence very fast. To demonstrate this advantage, we performed the segmentation of a brain MR Image 20 times, each with a random initialization. The test image is the 90th slice of the brain volume with 3% noise and 60% INU chosen from BrainWeb. Fig. 11 plots the variation of the objectives over the number of iterations. It reveals that, no matter how the segmentation is initialized, our algorithm can reach a stable convergence after 12 iterations. To make sure such
Table 1 – DC values of the GM and WM segmentation shown in Fig. 9.

<table>
<thead>
<tr>
<th>Image index</th>
<th>Tissue</th>
<th>Wells’ method</th>
<th>Leemput’s method</th>
<th>Pham’s method</th>
<th>Li’s method</th>
<th>Our method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GM</td>
<td>0.7806</td>
<td>0.8277</td>
<td>0.8307</td>
<td>0.8451</td>
<td>0.8605</td>
</tr>
<tr>
<td></td>
<td>WM</td>
<td>0.8823</td>
<td>0.8912</td>
<td>0.8518</td>
<td>0.8602</td>
<td>0.9116</td>
</tr>
<tr>
<td>2</td>
<td>GM</td>
<td>0.8124</td>
<td>0.8310</td>
<td>0.8561</td>
<td>0.8960</td>
<td>0.9167</td>
</tr>
<tr>
<td></td>
<td>WM</td>
<td>0.8910</td>
<td>0.9216</td>
<td>0.9075</td>
<td>0.9424</td>
<td>0.9573</td>
</tr>
<tr>
<td>3</td>
<td>GM</td>
<td>0.7833</td>
<td>0.8200</td>
<td>0.8236</td>
<td>0.8017</td>
<td>0.8979</td>
</tr>
<tr>
<td></td>
<td>WM</td>
<td>0.8402</td>
<td>0.8648</td>
<td>0.8475</td>
<td>0.8703</td>
<td>0.8804</td>
</tr>
<tr>
<td>4</td>
<td>GM</td>
<td>0.7954</td>
<td>0.8044</td>
<td>0.8147</td>
<td>0.8618</td>
<td>0.8951</td>
</tr>
<tr>
<td></td>
<td>WM</td>
<td>0.8446</td>
<td>0.8659</td>
<td>0.8858</td>
<td>0.9206</td>
<td>0.9246</td>
</tr>
</tbody>
</table>

Table 2 – Mean ± Std of the iteration number of the proposed GRFCM algorithm when applied to 2D brain MR image segmentation.

<table>
<thead>
<tr>
<th>INU (×)</th>
<th>20%</th>
<th>40%</th>
<th>60%</th>
<th>80%</th>
<th>100%</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean ± Std</td>
<td>10.49 ± 2.04</td>
<td>9.72 ± 2.06</td>
<td>10.16 ± 2.00</td>
<td>10.90 ± 2.29</td>
<td>10.37 ± 2.24</td>
<td>10.33 ± 2.96</td>
</tr>
</tbody>
</table>

Fig. 11 – Convergence of the proposed GRFCM algorithm with 20 random initializations.

Efficiency does not rely on a particular image, we tested the proposed algorithm in 250 brain MR images (50 images with 20% INU, 50 images with 40% INU, 50 images with 60% INU, 50 images with 80% INU and 50 images with 100% INU). The average and standard deviation (Std) of the iterations are shown in Table 2. It reveals that the convergence of the proposed algorithm is fast and robust.

The variation of neighborhood may result in the change of segmentation results. Generally, a larger neighborhood contains more information, and has better ability to resist noise. Nevertheless, the enlargement of neighborhood may increase the risk of over-smooth boundaries and destroy the details in an image. Hence, using larger neighborhood may increase the time-cost, but not necessarily the accuracy, of image segmentation. To our knowledge, so far, there is no universally accepted method to determine the optimal neighborhood. In this paper, we evaluated the performance of the neighborhood with the size of 3 × 3, 5 × 5, 7 × 7, 9 × 9 and 11 × 11 in 20 2D brain MR images. Table 3 shows the estimated thresholds and segmentation accuracy obtained by using those five different types of neighborhood. It reveals that, with the enlargement of the neighborhood, two thresholds increase only slightly, and the accuracy of segmenting GM, WM and CSF does not increase accordingly. On the contrary, the lowest DC values of the segmentation were recorded when the largest neighborhood was used. The results of this experiment also show that our method can produce reliable and relatively stable thresholds and segmentation results. To balance the computational complexity and the segmentation accuracy, in this work we empirically chose the 3 × 3 neighborhood for all 2D images and 3 × 3 × 3 neighborhood for 3D images.

Table 3 – Mean ± Std of the estimated thresholds used in our GRFCM algorithm and the corresponding segmentation accuracy obtained by using different size of neighborhood.

<table>
<thead>
<tr>
<th>Size of neighborhood</th>
<th>3 × 3</th>
<th>5 × 5</th>
<th>7 × 7</th>
<th>9 × 9</th>
<th>11 × 11</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threshold 1</td>
<td>0.0341 ± 0.0004</td>
<td>0.0501 ± 0.0005</td>
<td>0.0625 ± 0.0005</td>
<td>0.0726 ± 0.0005</td>
<td>0.0810 ± 0.0005</td>
<td>0.0601 ± 0.0167</td>
</tr>
<tr>
<td>Threshold 2</td>
<td>0.2774 ± 0.0014</td>
<td>0.2816 ± 0.0014</td>
<td>0.2853 ± 0.0013</td>
<td>0.2887 ± 0.0012</td>
<td>0.2919 ± 0.0012</td>
<td>0.2850 ± 0.0053</td>
</tr>
<tr>
<td>DC for GM</td>
<td>0.9592 ± 0.0020</td>
<td>0.9591 ± 0.0022</td>
<td>0.9590 ± 0.0020</td>
<td>0.9590 ± 0.0020</td>
<td>0.9585 ± 0.0021</td>
<td>0.9589 ± 0.0021</td>
</tr>
<tr>
<td>DC for WM</td>
<td>0.9749 ± 0.0066</td>
<td>0.9748 ± 0.0067</td>
<td>0.9746 ± 0.0068</td>
<td>0.9746 ± 0.0068</td>
<td>0.9747 ± 0.0066</td>
<td>0.9748 ± 0.0065</td>
</tr>
<tr>
<td>DC for CSF</td>
<td>0.9667 ± 0.0039</td>
<td>0.9667 ± 0.0039</td>
<td>0.9665 ± 0.0039</td>
<td>0.9666 ± 0.0041</td>
<td>0.9659 ± 0.0039</td>
<td>0.9665 ± 0.0039</td>
</tr>
</tbody>
</table>
algorithm may fail to estimate and eliminate the bias field. In our experiments, we run the proposed segmentation algorithm over 500 times in 2D brain MR image, and over 40 times in 3D brain MR images. Our algorithm work very well on simulated MR images, 3T MR images and the real MR images from BrainMaps, but less well in 7T brain MR images. The reason lies in the fact that the intensity inhomogeneity is so severe in 7T brain MR images and the bias field does not follow the assumption of slow variation in the entire image domain, as shown in Fig. 4. In this case, our method cannot obtain satisfying thresholds for determining rough regions based on randomly initialized mean value of each cluster, and thus may fail to correct the bias field and result in less accurate segmentation.

6. Conclusion

In this paper, we propose the GRFCM algorithm, which is a novel hybrid clustering approach combining the rough c-means and fuzzy c-means techniques. This algorithm successfully overcomes the drawbacks of existing rough-fuzzy clustering algorithms, including semi-automated determination of rough-fuzzy regions, sensitivity to initialization, and limited accuracy. It has been applied to the segmentation of synthetic and clinical brain MR images into GM, WM, CSF and background. Our results show that the proposed algorithm is robust to noise, bias fields and initializations, and hence can produce accurate brain MR image segmentation.
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