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- weight $w_{j}>0$
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Task: compute sequence with minimum cost $\sum_{j} w_{j} f\left(C_{j}\right)$
■ $C_{j}$ completion time of job $j$

- non-decreasing, non-negative cost function $f$
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## Motivation

- priorities and fairness
$\rightsquigarrow L_{k}$-norms/monomials compromise on worst and average case
- linear cost $\sum_{j} w_{j} C_{j}^{(s)}$ but non-uniform speed $s$


$$
\begin{aligned}
S\left(C_{j}^{(s)}\right) & :=\int_{0}^{C_{j}^{(s)}} \delta(t) d t=\sum_{i \leq j} p_{j}=C_{j}^{(1)} \\
& \Leftrightarrow C_{j}^{(s)}=S^{-1}\left(C_{j}^{(1)}\right)
\end{aligned}
$$

increasing speed $s \leftrightarrow$ concave cost $f$ decreasing speed $s \leftrightarrow$ convex cost $f$

Our main focus: convex / concave cost functions

## Outline

1 Analysis of Smith's rule for convex (and concave) cost

2 Exact algorithms for monomials
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## Theorem
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$\rightsquigarrow$ holds with inverse ratio for concave cost function
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## Corollary

If $f$ is a polynomial of degree $k$ with non-negative coefficients then the tight approximation ratio is

$$
\alpha_{k}:=\max _{0.5 \leq p<1} \frac{(1-p)^{k+1}+(k+1) p}{k p^{k+1}+1}
$$

## Tight approximation ratios for polynomials



| cost function | ratio |
| ---: | :---: |
| square root | 1.07 |
| degree 2 polynomials | 1.31 |
| degree 3 polynomials | 1.76 |
| degree 4 polynomials | 2.31 |
| degree 5 polynomials | 2.93 |
| degree 6 polynomials | 3.60 |
| degree 10 polynomials | 6.58 |
| degree 20 polynomials | 15.04 |
| exponential | $\infty$ |

## Tight approximation ratios for polynomials



Observation: $\quad \frac{\alpha_{k}}{k} \approx p_{k} \quad\binom{$ Ienth of big job }{ corresponding to $\alpha_{k}}$
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## Bounding the approximation ratio

## Theorem

For cost function $f(t)=t^{k}$, the tight approximation factor $\alpha_{k}$ of Smith's ruler observes the following for $k \geq 4$ :

- $\lim _{k \rightarrow \infty}\left(p_{k}-\sqrt[k+1]{\frac{1}{k^{2}}}\right)=0$,
- $\lim _{k \rightarrow \infty}\left(\alpha_{k}-k^{\frac{k-1}{k+1}}\right)=0$,
- $k-\alpha_{k} \geq \ln k-\frac{1}{2 k}$.
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tight ratio 1.31

tight ratio 1.76

tight ratio 2.31 tight ratio 2.93 $x$-value $\rightsquigarrow$ correlation of $w_{j}$ and $p_{j}$
$\rightsquigarrow$ experimental performance much better than worst-case
$\rightsquigarrow$ more realistic analysis for processing times $1,2, \ldots, p_{\max }$ and given $\sum p_{j}$
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$\rightsquigarrow$ proof follows same idea as unparametrized analysis
valuable lower bound for exact computations


$$
p_{\max }=50
$$
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Constraint programming approach:
(joint work with Jens Schulz \& Daniela Luft)

- start time based formulations with disjunctive constraint and domain propagation (SCIP 2.1.1)
$\rightsquigarrow$ again major numerical problems (for $t^{2}, t^{3}, t^{4}$ )
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## Single machine scheduling with weighted convex/concave cost:

Approximation algorithms:

- tight (parametrized) analysis of Smith's rule

■ asymptotic approximation factor $k^{\frac{k-1}{k+1}}$ for $\operatorname{cost} t^{k}$

Exact algorithms for monomial cost:

- generic solvers have major numerical problems while problem-specific enumeration schemes don't
$\rightsquigarrow$ complexity (almost) completely open

Thank you!

