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Comparison of Nonuniform Optimal Quantizer Designs for Speech Coding With Adaptive Critics and Particle Swarm

Ganesh Kumar Venayagamoorthy, Senior Member, IEEE, and Wenwei Zha, Student Member, IEEE

Abstract—This paper presents the design of a companding nonuniform optimal scalar quantizer for speech coding. The quantizer is designed using two neural networks to perform the nonlinear transformation. These neural networks are used in the front and back ends of a uniform quantizer. Two approaches are presented in this paper namely adaptive critic designs and particle swarm optimization, aiming to maximize the signal-to-noise ratio. The comparison of these optimal quantizer designs over a bit-rate range of 3–6 is presented. The perceptual quality of the coding is evaluated by the International Telecommunication Union’s Perceptual Evaluation of Speech Quality standard.

Index Terms—Adaptive critic designs (ACDs), neural networks, particle swarm optimization (PSO), perceptual evaluation of speech quality (PESQ), quantization, speech coding.

I. INTRODUCTION

QUANTIZATION is the representation of a large set of information elements with a much smaller set. It is a crucial link in speech coding. After the original sound signal sequence is quantized, some information is lost. The key task of quantization design is to minimize the information loss. Two categories of criterions are applied to evaluate the information loss, namely objective criterion and subjective criterion. Objective criterion is a quantization distortion such as signal-to-noise ratio (SNR) or sum squared error. Subjective criterion is how the human perceives about the quantized result, i.e., how the quantized signal sounds to the human ears. Generally, a nonuniform quantization causes less information loss than uniform quantization, especially for small quantization resolutions or bit rates.

This paper presents two new strategies for optimal nonuniform scalar quantizer designs for small bit rates (three to six). The quantizer is designed to be optimal in SNR rather than in sum squared error, because the SNR is more relevant to perceptual quality. The ultimate evaluation of quantization quality is to how the quantized speech signal resembles the original speech signal in a perceptual way [1]. Normally, subjective experiments like Mean Opinion Score (MOS) are used to evaluate the subjective quality, but they are very expensive to implement. A simpler method is to use subjective models like International Telecommunication Union’s (ITU) Perceptual Evaluation of Speech Quality (PESQ) standard to evaluate the quantization quality.

The rest of this paper is organized as follows. The nonuniform scalar quantizer design using neural networks is described in Section II. Implementing the quantizer using adaptive critic designs (ACDs) is described in Section III. Section IV describes the particle-swarm-optimization (PSO)-based approach to the quantizer design. Section V briefly introduces the ITU PESQ standard. Simulation results, comparison, and discussions are given in Section VI. Finally, the conclusions are given in Section VII.

II. NONUNIFORM SCALAR QUANTIZER USING NEURAL NETWORKS

A scalar quantizer of size \( N \) is a mapping from a real number \( x \in \mathbb{R} \) into a finite set \( Y \), i.e., codebook containing \( N \) output values (also known as reproduction points or codewords) \( y_i \) [2]. The quantization can be denoted as \( Q(\bullet) \)

\[
y(n) = Q(x(n))
\]

with its bit rate or resolution defined as

\[
R = \log_2 N.
\]

The SNR is defined as

\[
\text{SNR} = 10 \cdot \log_{10} \frac{\text{var}[x(n)]}{\text{var}[x(n) - y(n)]}
\]

where \( x(n) \) is the original speech signal sequence, \( y(n) \) is the output of the nonuniform quantizer, and \( var(\bullet) \) stands for variance.

In general, a uniform quantization is not the most effective way to achieve a good performance. For a given number of quantizing intervals, taking into account the input probability density, nonuniform spacing of the decision levels can yield lower quantizing noise and less sensitivity to variations in input signal statistics. There are two approaches to design optimal...
nonuniform quantizer, i.e., to find the optimum quantization codebook. One is an iterative procedure for the exact solution based on the amplitude probability density function of the signal. Lloyd algorithm is based on this approach and is widely used. However, it is computationally intensive. The other approach is to compress the input signal $x$ with a nonlinear transformation $c(x)$, quantize the compressed signal $c(x)$ using a uniform quantizer, and expand the quantized signal $Q(c(x))$ with another nonlinear transformation, that is the inverse of $c(\bullet)$ [2]. The block diagram of this companding (compressing and expanding) nonuniform quantizer is shown in Fig. 1.

In practice, a widely used nonuniform quantizer, the logarithm quantizer, has the structure of Fig. 1. The compressor is logarithm transformation, and the expander is exponential transformation. The North American PCM standard $\mu$-Law logarithm quantization ($\mu = 255$) is given by (4) and (5)

$$c(x) = A \frac{\ln (1 + 255|x|/A)}{\ln(1 + 255)} \text{sgn}(x), \quad |x| \leq A$$

$$y = \frac{A}{255} \left[ \exp \left( \frac{\ln(1 + 255) \cdot \text{abs}(c(x))}{A} \right) - 1 \right] \times \text{sgn}(c(x)), \quad c(x) \leq A.$$  

For the first approach, a complete new iterative procedure needs to be run every time the quantization resolution changes. For the logarithm quantizer, it works well only with a large quantization resolution. By using neural networks to perform the nonlinear transformations, it is possible to design an optimal nonuniform quantizer which works well for a given bit-rate range and causes less information loss than the logarithm quantizer.

Multilayer perceptrons (MLPs) feedforward neural networks are known to be universal approximators [3], and are used in this paper to carry out the nonlinear transformations. The structure of the MLP-based companding quantizer is illustrated in Fig. 2.

Compared with Fig. 1, the compressor and the expander are replaced by MLP 1 and MLP 2, respectively. The MLPs are each of size $1 \times 3 \times 1$ with a bias in the input and hidden layer, thus a total of ten weights per MLP. The activation function of the hidden layer neurons is sigmoid, defined by the following equation:

$$f(x) = \frac{1}{1 + e^{-x}}.$$  

III. IMPLEMENTATION WITH ACD APPROACH

ACDs are neural-network-based optimization techniques, combining concepts of reinforcement learning and approximate dynamic programming [4]. In this paper, the heuristic dynamic programming (HDP) [5] approach of the ACD is used without a model, also known as the action-dependent HDP (ADHDP). The ADHDP-based nonuniform quantizer design is illustrated in Fig. 3.

There are three neural networks: one action network (MLP1 in Fig. 2) which performs the nonlinear transformation on the original signal $x(t)$ and outputs $A(t)$, one inverse action network (MLP2 in Fig. 2) which performs the inverse nonlinear transformation on the quantized signal $Q(t)$ and produces the final degraded signal $y(t)$, and a critic network which approximates the cost-to-go function $J(t)$, the Bellman’s equation of dynamic programming is given as

$$J(t) = \sum_{k=0}^{\infty} \gamma^k U(t+k)$$

where $U(t)$ is the utility function and $\gamma$ is a discount factor in $(0, 1)$. The goal of ACDs is to minimize the cost-to-go function $J(t)$ over time with an optimal action network.

The signal $x(t)$ is divided into windows of $N$ samples ($N = 50$ in this paper). The input of critic networks $A'(t)$ is defined as

$$A'(t) = \sum_{t}^{t+N-1} A(t).$$

The reason for dividing $x(t)$ into windows is that the SNR has statistical characteristic. It is meaningless to compute the SNR of the actual signal or the quantized signal over one or a few samples. This statistical characteristic requires that the SNR be calculated over a window with sufficient samples.

The quantization error is defined using the SNR of each window for different bit rate as follows:

$$\text{error}(t) = \frac{1}{4} \sum_{\text{bit}=3}^{6} 6.4 - \frac{\text{SNR(bit)+7}}{\text{bit}}$$

where $k$ denotes the number of window and bit is the quantization bit rate. SNR plus seven is approximately in direct ratio to bit rate. By dividing with bit, each bit rate has almost the same impact on the quantization error. This impact in quantity is around six, and in (9), it is subtracted by a constant 6.4 so that $\text{error}(t)$ is a monotonically decreasing function of SNR. 6.4 is just an empirical value which works fine here. The utility function for the optimal quantizer design in (7) is given as

$$U(1) = \frac{3}{2} \text{error}(1) \quad t = 1$$

$$U(2) = \text{error}(2) + \frac{1}{4} \text{error}(1) \quad t = 2$$

$$U(t) = \text{error}(t) + \frac{1}{4} \text{error}(t-1) + \frac{1}{4} \text{error}(t-2) \quad t \geq 3.$$  

Two critic networks as shown in Fig. 3 are used to approximate $J(t-1)$ and $J(t)$, respectively. Both networks have the same weights but different inputs in time. The critic
network is trained to minimize the following error measured over time:

$$\|E_1\| = \sum_t E_1^2(t)$$

$$E_1(t) = J(t-1) - \gamma J(t) - U(t-1).$$

The weights of critic networks are updated online using the backpropagation algorithm. The change in weights is given as

$$\Delta W_c = -\eta_c E_1(t) \frac{\partial J(t)}{\partial W_c}$$

where $\eta_c$ is the learning rate in the range of (0, 1).

The action network is trained to minimize $J(t)$. Using backpropagation, the weights of action network are updated as follows:

$$\Delta W_A = -\eta_A \frac{\partial J(t)}{\partial W_A}$$

$$= -\eta_A \frac{\partial J(t)}{\partial A(t)} \frac{\partial A(t)}{\partial W_A}$$

so that the utility function is minimized, and thus, the SNR for each bit rate is maximized.

The inverse action network should perform exactly the inverse function of the action network. It is trained using backpropagation as illustrated in Fig. 4. The output of the inverse action network $x'(t)$ (shown as $y(t)$ in Fig. 3) should be trained to be identical or close as possible to the input of the action network $x(t)$.

IV. IMPLEMENTATION WITH PSO

PSO is a population-based evolutionary optimization technique developed by J. Kennedy and R. Eberhart in 1995, inspired by the social behavior of bird flocking or fish schooling [6]. PSO shares a lot of similarities with other evolutionary computation techniques like genetic algorithms. PSO does not involve crossover or mutation operators; rather, it has a mem-

ory, and tracks the best solution achieved in the past. PSO is attractive because it has few parameters to adjust, and it converges to better solutions faster and is less computationally intensive compared to many other methods. During the past few years, the PSO has been shown successful for many applications [7]. Several papers discuss how to apply the PSO in training neural networks and their advantages [8].

Like most evolutionary computation techniques, the PSO starts with a population of solutions, usually called particles, randomly initialized in the solution space. The particles search for the optima determined by a fitness function. Each particle representing one potential solution flies in the search space with a velocity adjusted according to the best position in its own flying experience (pbest) and the best position in all its companions’ flying experience (gbest) or the best position in its neighbors’ flying experience (lbest).

There are two versions of PSO—the global (gbest) and the local (lbest). The gbest version PSO is applied in this paper, and the procedure is as follows.

Step 1) Initially assign a population of particles with random positions (potential solutions) and velocities in $d$ dimensions in the problem space. The initial pbest for each particle is set as its original position. Calculate the fitness of each particle and store the value. Find the best fitness among all particles and store the value and its corresponding position as the initial gbest.
Step 2) Update each particle’s velocity $V$ and position $X$ according to

$$ V(k + 1) = w^* V(k) + c_1^* \text{rand}(\cdot)^* (p\text{best} - X(k)) $$

$$ + c_2^* \text{rand}(\cdot)^* (g\text{best} - X(k)) $$

$$ X(k + 1) = X(k) + V(k + 1) \quad (15) $$

where $w$ is the inertia weight, $c_1$ and $c_2$ are cognitive and social acceleration constants. In order to restrict the particles from traveling out of the solution space, a limit $V_{\text{max}}$ is usually placed on the velocity. When the velocity exceeds this limit in any dimension, the value is set as the limit.

Step 3) Update pbest and gbest based on each particle’s new position. Compare each particle’s fitness evaluation with its pbest’s fitness. If current fitness is better than pbest’s, then set pbest to be the particle’s current location and store the fitness value. Find the best fitness evaluation from each particle’s pbest. If the value is better than gbest’s fitness, then store this value and set gbest to be the location of pbest corresponding to this value.

Step 4) Repeat steps 2) and 3) until a criterion is met. The criterion is usually the maximum number of iterations, acceptable fitness of the gbest, or tolerable convergence of all particles.

In this paper, a population size of 25 is used. Each particle is a 20-dimensional vector representing the weights of the two MLPs. The fitness function is determined by the quantization SNR at different bit rates. The fitness function is given by the following equation:

$$ \text{fitness} = 2000 - \sum_{\text{bit}=3}^{6} \left( \frac{\text{SNR(bit)}}{\text{bit}} \right)^3 . \quad (17) $$

Dividing by bit, the SNRs for different bit rates are approximated normalized so that they have roughly the same impact on the fitness function. The cubic operation makes the fitness function nonlinear so it decreases fast with increasing SNRs. The value 2000 is just a bias value. The fitness function can be formulated differently. For example, the fitness function using square instead of cubic and using a different bias should also work for the problem studied here since it is also a nonlinear function monotonically decreasing on SNR. The flexibility of designing fitness function is another merit of the PSO.

Inertia weight $w$ in (15) improves the performance of PSO algorithm [6] and in many applications is decreased linearly from about 0.9 to 0.4 during a PSO search. To insure the convergence of the PSO, it might be necessary to use a constriction factor [9]. Thus, (15) is changed to

$$ V(k + 1) = K |V(k) + c_3^* \text{rand}(\cdot)^*(p\text{best} - X(k)) $$

$$ + c_4^* \text{rand}(\cdot)^*(g\text{best} - X(k))| 

$$ K = \frac{2}{[2 - \phi - \sqrt{\phi^2 - 4\phi}]} $$

$$ \phi = c_3 + c_4, \quad \phi > 4. \quad \quad (19) $$

where

It is interesting to point out that although initial PSO applications often set $V_{\text{max}}$ at about 10%–20% of the dynamic range on each dimension, the limit on $V_{\text{max}}$ tends to be conceptually unnecessary by introducing the constriction factor. It is suggested in [10] to limit $V_{\text{max}}$ to the dynamic range of dimension as a rule of thumb. Anyway, there is no limit on the dynamic range of the weights of the MLP neural networks in this paper.

The parameters used in the PSO algorithm in this paper are set as follows: 1) $\phi$ increases from 4.05 to 4.25 in (19), so that $K$ decreases from 0.8 to 0.6; 2) $c_3 = c_4 = 0.5\phi$ in (8); and 3) $w = K_1 c_1 = K c_2$, and $c_2 = K c_4$ in (16). A $V_{\text{max}}$ of 5 works well in this paper. The reasons for choosing the above parameters are: 1) A linear decreasing inertia weight is used to improve the PSO performance. Although in [10] it is suggested that $w$ be decreased from 0.9 to 0.4, the idea is to use a bigger $w$ around 1.0 initially and use a smaller $w$ around 0.5 in the end. The initial value of 0.8 and the final value of 0.6 work fine in this paper. 2) The constriction factor is used to ensure convergence. Normally, cognitive and social acceleration constants $c_1$ and $c_2$ are equal, so in (18) and (19), $\phi$ increases from 4.05 to 4.25 so that $K$ as well as $w$ decreases from 0.8 to 0.6.

Conceptually, the second MLP in Fig. 2 should perform exactly the inverse transformation of the first so its weights are fixed when the first MLP’s weights are fixed. However, in this paper, all the 20 weights (MLP 1 and MLP 2) are to be searched for with PSO simultaneously. For one thing, it is easier to implement. Moreover, it might produce better result if the second MLP performs a slightly different function from the exact inverse function. This can be viewed as an improvement over the original definition of companding nonuniform quantizer: The second nonlinear transformation does not have to be exactly the inverse of the first transformation in order to minimize the quantization error (however, the result shows that the second MLP actually performs the inverse transformation).

V. PESQ

PESQ [11] is documented as ITU-T Recommendation P.862, which was prepared by ITU-T Study Group 12 (2001–2004) and approved under the WTSA Resolution 1 procedure on February 23, 2001. This Recommendation describes an objective method for predicting the subjective quality of speech coding. PESQ compares an original signal $X(t)$ with a degraded signal $Y(t)$, which is the quantizer output in this paper; and the output is a prediction of the perceived quality that would be given to $Y(t)$ by subjects in a subjective listening test, which uses a MOS-like scale ranging from 1(very bad) to 5(excellent).
VI. RESULTS, COMPARISON, AND DISCUSSIONS

Three different short durations of speech of different people sampled at 8 KHz shown in Figs. 5–7 are used for the study. 1200 samples extracted randomly from the three speech signals are used as training data for the quantizer design. The amplitudes plot for the training data is shown in Fig. 8. The utility function with the ACD approach given in (10) and fitness function with the PSO approach given in (17) over iterations of training are shown in Figs. 9 and 10, respectively. Fig. 10 shows the fitness of the gbest particle.

In Figs. 9 and 10, it is observed that the fitness function in PSO and the utility function in ADHDP are decreasing over the number of iterations/epochs. Note that the fitness function and the utility function are based on different equations, so it does not make too much sense to compare the two $Y$-coordinates in the figures. Also, the $Y$-coordinates do not represent the SNR directly from (10) and (17), but this implies that the SNR is actually increasing.
Fig. 10. Fitness function of the gbest particle with the PSO approach over iterations.

**TABLE I**

<table>
<thead>
<tr>
<th>Quantization Bit Rate</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR (dB)</td>
<td>7.78</td>
<td>13.39</td>
<td>19.54</td>
<td>25.81</td>
</tr>
<tr>
<td>PSO</td>
<td>14.32</td>
<td>20.00</td>
<td>25.92</td>
<td>31.10</td>
</tr>
<tr>
<td>ACD</td>
<td>8.33</td>
<td>14.26</td>
<td>20.36</td>
<td>26.33</td>
</tr>
<tr>
<td>PESQ Score</td>
<td>3.92</td>
<td>4.24</td>
<td>4.38</td>
<td>4.47</td>
</tr>
<tr>
<td></td>
<td>4.43</td>
<td>4.41</td>
<td>4.44</td>
<td>4.49</td>
</tr>
<tr>
<td></td>
<td>4.04</td>
<td>4.23</td>
<td>4.40</td>
<td>4.48</td>
</tr>
</tbody>
</table>

Table 1 Comparison of SNR and PESQ Scores of Different Quantizers for Different Bit Rates on the Training Speech Data Sample (Fig. 7)

Fig. 11. SNR (in decibel) of the different quantizers.

The SNR and PESQ score for the training data (Fig. 8) are given in Table I and Figs. 11 and 12. In the following tables and figures, “Log” represents the logarithm quantizer, “PSO” represents the MLP-based quantizer developed using the PSO approach, and “ACD” represents the MLP-based quantizer developed using the ACD approach.

Based on the MLP 1 and MLP 2 weights obtained from the training data (Fig. 7), the MLP-based nonuniform quantizer is evaluated on the speech samples #1, #2, and #3, and their SNRs are given in Tables II–IV, respectively.

From the results, it is observed that the MLP-based quantizer designed using ACD or PSO has better performance than logarithm quantizer in SNR or PESQ score. Since PSO searches directly for SNR, it produces the highest SNRs; however, it does not guarantee high PESQ score (except the training data which might contain too few samples for evaluating subjective quality), and this proves that the objective quantization distortion like the sum squared error and SNR is not equivalent to subjective quality. While the ACD makes an improvement over the standard logarithm quantizer, it produces higher SNR as well as PESQ score than the logarithm quantizer for most speech samples.

Fig. 12. PESQ score of the different quantizers.

**TABLE II**

<table>
<thead>
<tr>
<th>Quantization Bit Rate</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR (dB)</td>
<td>5.82</td>
<td>12.30</td>
<td>18.11</td>
<td>23.07</td>
</tr>
<tr>
<td>PSO</td>
<td>6.61</td>
<td>12.47</td>
<td>17.97</td>
<td>23.86</td>
</tr>
<tr>
<td>ACD</td>
<td>6.30</td>
<td>12.98</td>
<td>18.55</td>
<td>23.35</td>
</tr>
<tr>
<td>PESQ Score</td>
<td>1.83</td>
<td>2.22</td>
<td>2.93</td>
<td>3.34</td>
</tr>
<tr>
<td></td>
<td>1.72</td>
<td>1.97</td>
<td>2.38</td>
<td>3.16</td>
</tr>
<tr>
<td></td>
<td>1.79</td>
<td>2.27</td>
<td>2.93</td>
<td>3.35</td>
</tr>
</tbody>
</table>

Table 2 Comparison of SNR and PESQ Scores of Different Quantizers for Different Bit Rates on the Speech Sample #1 (Fig. 4)

**TABLE III**

<table>
<thead>
<tr>
<th>Quantization Bit Rate</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR (dB)</td>
<td>7.50</td>
<td>13.59</td>
<td>19.33</td>
<td>24.51</td>
</tr>
<tr>
<td>PSO</td>
<td>9.00</td>
<td>15.01</td>
<td>19.63</td>
<td>25.78</td>
</tr>
<tr>
<td>ACD</td>
<td>7.87</td>
<td>14.17</td>
<td>19.75</td>
<td>24.35</td>
</tr>
<tr>
<td>PESQ Score</td>
<td>2.08</td>
<td>2.53</td>
<td>2.98</td>
<td>3.45</td>
</tr>
<tr>
<td></td>
<td>1.61</td>
<td>2.06</td>
<td>2.77</td>
<td>3.11</td>
</tr>
<tr>
<td></td>
<td>2.11</td>
<td>2.56</td>
<td>3.04</td>
<td>3.46</td>
</tr>
</tbody>
</table>

Table 3 Comparison of SNR and PESQ Scores of Different Quantizers for Different Bit Rates on the Speech Sample #2 (Fig. 5)
TABLE IV

<table>
<thead>
<tr>
<th>Quantization Bit Rate</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR (dB)</td>
<td>Log</td>
<td>7.60</td>
<td>13.27</td>
<td>19.39</td>
</tr>
<tr>
<td></td>
<td>PSO</td>
<td>15.36</td>
<td>21.15</td>
<td>26.72</td>
</tr>
<tr>
<td></td>
<td>ACD</td>
<td>8.26</td>
<td>14.03</td>
<td>20.14</td>
</tr>
<tr>
<td>PESQ Score</td>
<td>Log</td>
<td>2.14</td>
<td>2.40</td>
<td>2.73</td>
</tr>
<tr>
<td></td>
<td>PSO</td>
<td>2.15</td>
<td>2.49</td>
<td>2.80</td>
</tr>
<tr>
<td></td>
<td>ACD</td>
<td>2.16</td>
<td>2.44</td>
<td>2.92</td>
</tr>
</tbody>
</table>

VII. Conclusion

This paper has presented the design of companding nonuniform optimal scalar quantizers for speech coding. Two new approaches for the optimal design based on ACDs and PSO have been shown using feedforward neural networks. An objective measure has been applied in the PSO- and ACD-based design approaches, and the performances of both designs are evaluated on two measures (SNR and PESQ). The perceptual quality of the ACD and PSO-based neural-network coding evaluated by the ITU’s PESQ standard are maximized for a range of bits. It is observed that the approximate dynamic-based nonuniform quantizer design approach yields higher PESQ ratings compared with the PSO-based approach which yields higher SNRs.

Future work is to implement a mathematical model for evaluating subjective quality of speech coding, like PESQ, as the utility function in ACD or fitness function in PSO.
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