Data Preprocessing for Liver Dataset Using SMOTE
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Abstract: The class imbalanced problem occurs in various disciplines when one of target classes has a small number of instances compare to other classes. A classifier normally ignores or neglects to detect a minority class due to the small number of class instances. It poses a challenge to any classifier as it becomes hard to learn the minority class samples. Most of the oversampling methods may generate the wrong synthetic minority samples in some scenarios and make learning tasks harder. To overcome this problem in the minority samples first identify the missing attribute data in correctly and learning the task easier. In this paper purpose a new setting of missing data imputation and achieve a high classification rate of Imbalanced liver datasets. To achieve a high classification rate using evolutionary based oversampling, undersampling, Synthetic Minority Over-sampling Technique results are applied to classification using SVM.
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I. INTRODUCTION

The imbalanced dataset problem in classification domains occurs when the number of instances that represents one class larger than the other class. It has two types of problems. First we cannot analyze default inability of common classifiers in minority class and majority class. Second have different cost of misclassification. So researches found number of standard classification algorithms for imbalanced dataset. Mostly overcome these type of problems can be used sampling approach [1] [11]. Sampling is one of the basic approach. We can choose to alter imbalanced dataset, we can try to sampling. Because sampling can alter data in imbalanced dataset. It have two types of sampling contains under sampling and oversampling. Under sampling used for removing instances in set of majority class. Oversampling used for add the instances of minority class. like SMOTE [2], which are able to create new synthetic examples fitting to the minority class, and widen the decision region for the classifier. It also [3] creates random synthetic minority instances along the line segments connecting a minority instance and its neighbors. It is claimed that SMOTE can generate more general decision regions for the minority class.

II. RELATED WORK:

A new method in imbalanced dataset for preprocessing through the construction of a Synthetic Minority Oversampling Technique (SMOTE) with Rough set theory proposed by Martin Hlosta at al [1]. Finally they are combining this technique and c4.5 method produced good result analysis. Similar to [2] SMOTE based oversampling and evolutionary undersampling technique with c4.5 and PART method for imbalanced dataset. Alberto Fernández at al [3] also used in safe level SMOTE for produced good accurate result. In [4] analyzed SMOTE with c4.5, Ripper and Naïve Bayes classifier for better performance. Jai Li at al found classification performance using Random – SMOTE (R-S). This method to increase number of the random minority samples [5][13]. However this type of learning the class imbalanced problem with several oversampling sampling and undersampling methods, before that the missing attribute values are found and the best minority class features are selected to classify imbalance data. To find the missing values of each instance are imputed by considering the number of instances that are most similar to the instance of interest. KNN is one of the method [9] to find the missing values of an instance are imputed considering a given number of instances that are most similar to the instance of interest. The similarity of two instances is determined using a distance function. However the followings are main drawback,

- To deal with missing values in data sets with homogenous attributes KNN methods are independent of all either continuous or discrete value.
- Even though the existing systems are presented for the imputation of the missing value attribute, they have several drawbacks.
- In the research of the missing value imputation, the existing systems are not well defined for the mixed attributes.

III. FRAMEWORK OF PROPOSED WORK

The proposed framework is shown in figure1. The information is obtained from UCI Machine Learning Repository [15], all records contains in database in which the data may be redundant, noisy or irrelevant in nature. The proposed pre-processing approach filters data effectively and the result compares with existing approach.
Fig. 1 Framework for proposed work

IV. PROPOSED SYSTEM

Missing data imputation is a key issue in learning from incomplete data. Existing KNN technique have been developed to deal with missing values in data sets with homogenous attributes. But this approach is independent of all either continuous or discrete value. Proposed a new setting of missing data imputation that is by imputing missing data in data sets with heterogeneous attributes thus by contributing both continuous and discrete data. Here they propose two consistent estimators for discrete and continuous missing target values. And then, a mixture kernel based iterative [10] estimator is advocated to impute mixed-attribute data sets. In this a kernel functions for the discrete attributes are studied and then a mixture kernel function is proposed by combining a discrete kernel function with a continuous one. In this method the input dataset is considered as the liver cancer data to perform the imbalance dataset learning process. First identify the missing values attributes using the data imputation it is denoted as MVi and the imputed value of MVi in nth iteration imputation is regarded as \( \hat{M}_{Vi}^t \).

From the above algorithm, all the imputed values are used to impute subsequent missing values, i.e., the \((n+1)\) iteration imputation is carried out based on the imputed results of the nth imputation, until the filled-in values converge or begin to cycle or satisfy the demands of the users.

//the first iteration
1. Missing attribute imputation in the dataset
   1.1 For each missing value attributes imputation (MVi) in the both discrete (Y) and continuous case (Y)
      \( M_{Vi}^1 = \text{mode}(S^r \text{ in } Y) \) // If Y is discrete variable
      \( M_{Vi}^1 = \text{mean}(S^r \text{ in } Y) \) // if Y is continuous variable
      End for
   2. Perform n iteration for imputation \((n>1)\)
      2.1 Initially \( n=1 \)
      2.2 REPEAT
      2.3 \( n++; \)
      2.4 for each MVi in Y
         \[ M_{Vi}^t = M_{Vi}^{(t-1)}, p \in S_m, p=1, \ldots , m, p \neq i \]
      2.4.1 The missing value attribute of the nth imputation is evaluated based on the equation
         \[ \hat{Y}_{i}^n = m^t_n(X_i) + \epsilon_i^n \]
         \( m^t_n(X_i) \) is the kernel estimator for \( m_n(x) \) \((x \in R^{d+p})\) based on the complete pairs \((X^n,Y^n)\) and \( \epsilon_i^n \) is simple random size with m with replacement \[ \{Y_{i}^n-m^t_n(X_i) \} i \in S_r \] // discrete variable
End for
Until
\[ | [\text{CA}]_n - [\text{CA}]_{(n-1)} | \geq \varepsilon \]
Convergence or cycling
Output
\( n/n \) number of iterations
completed dataset

Fuzzy rule based classification systems [6] using a preprocessing step in order to deal with the class imbalance. Our aim is to analyze the behavior of fuzzy rule based classification systems in the framework of imbalanced data-sets by means of the application of an adaptive inference system [7] with parametric conjunction operators. Any classification problem consists of \( m \) training patterns \( x_p = \{x_{p1}; \ldots; x_{pn}\} \), \( p = 1; 2; \ldots ; m \) from \( M \) classes where \( x_{pi} \) is the \( i \)th attribute value \((i = 1; 2; \ldots ; n)\) of the \( p \)th training pattern. In this work, fuzzy rules of the following form for our FRBCSs:

\[ \text{Rule } R_j : \text{If } x_1 \text{ is } A_{j1} \text{ and } \ldots \text{ and } x_n \text{ is } A_{jn} \text{ then Class = } C_j \text{ with } RW_j \]

Where \( R_j \) is the label of the \( j \)th rule, \( x = (x_1; \ldots; x_n) \) is an \( n \)-dimensional pattern vector, \( C_j \) is a class label, \( A_{ji} \) is an antecedent fuzzy set and \( RW_j \) is the rule weight. Then use triangular membership functions as antecedent fuzzy sets[12][8].

The following steps are feature space of the classes:
(1) Establishment of the linguistic partitions. Once the domain of variation of each feature \( A_i \) is determined, the fuzzy partitions are computed.
(2) Generation of a fuzzy rule for each example \( x_p = (x_{p1}; \ldots; x_{pn}) \); \( C_p \). To do this is necessary
2.1) To compute the matching degree \( \mu(x_p) \) of the example to the different fuzzy regions using a conjunction operator (usually modeled with a minimum or product t-norm).
2.2) To assign the example \( x_p \) to the fuzzy region with the greatest membership degree.
2.3) To generate a rule for the example, whose antecedent is determined by the selected fuzzy region and whose consequent is the label of class of the example.
2.4) To compute the rule weight.

Sampling is one of the traditional methods to balance the data set. Evolutionary Random under Sampling, Evolutionary Random Over sampling, SMOTE sampling is used to overcome the equitable problem. SVM classifier [14] is great deal of success in a variety of areas such object recognition form classification, liver cancer dataset. SVM classifier is used to build a model based training data. The result of training data and testing data is measured at each classification dataset.

V. IMPLEMENTATION

The analyses done on UCI Machine Learning Repository for liver disease training dataset and the accuracy of the proposed method is compared with Evolutionary Random under Sampling, Evolutionary Random Over sampling. In this paper predicted accuracy is 96.2% in 5th iteration showed in figure.2 .Existing techniques predicted accuracy 94%, 91.4%, in 5th iteration.

![Fig.2. accuracy of proposed technique](image)

VI. CONCLUSION

This paper analyzed the performance of liver dataset and it proposed a hybrid SMOT technique to overcome the imbalanced dataset difficulties. In this paper proposed compare evolutionary based oversampling, undersampling, and hybrid Synthetic Minority Over-sampling Technique results are applied to SVM for a high classification rate. Finally this paper proposed SMOT technique will produce high classification rate compare than oversampling and undersampling.
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