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ABSTRACT

This paper describes a framework for implementing distributed ontology-based knowledge management systems (DOKMS). The framework, in particular, focuses on knowledge management within organizations. It investigates the functional requirements to enable Individual Knowledge Workers (IKWs) and distributed communities (e.g., project teams) to create, manage and share knowledge with the support of ontologies. On the one hand, the framework enables distributed and collaborative work by relying on a P2P virtual office model. On the other hand, it provides a multi-layer ontology framework to enable semantics-driven knowledge processing. The ontology framework allows organizational knowledge to be modeled at different levels. An Upper Ontology is exploited to establish a common organizational knowledge background. A set of Workspace Ontologies can be designed to manage, share and search knowledge within communities by the establishment of a contextual (i.e., related to the aim of a group) understanding. Finally, Personal Ontologies support IKWs in personal knowledge management activities. We present an implementation of the designed framework in the K-link+ system and show the suitability of this approach through a use case. The evaluation of K-link+ in a real network is also discussed.

© 2009 Elsevier B.V. All rights reserved.

1. Introduction

In a business ecosystem that is becoming increasingly competitive, knowledge is a critical factor for business activities supporting organizational strategies [1]. Knowledge must circulate among Individual Knowledge Workers (IKWs), who should learn from each other to keep themselves updated and productive. Knowledge Management (KM) is viewed as the set of the technologies, techniques and procedures that are used to assist the creation, access and reuse of knowledge in a collaborative environment [2, 3]. Traditional KM systems, based on the “one size fits all” principle, adopt centralized technological architectures. However, since knowledge is the result of different perspectives and social interactions between individuals and groups [4], subjectivity and autonomy of workers is an essential pillar of an effective knowledge creation process. Traditional centralized KM architectures are not well suited to support these aspects.

Recently, Distributed Knowledge Management (DKM) has been proposed as a new vision for KM. DKM is based on the principle that different perspectives within complex organizations should not be viewed as an obstacle, but as an opportunity to foster innovation and creativity [5]. In particular, it becomes crucial for organizations to support the creation of communities of workers in which knowledge can be created, organized and shared. Communities of Practice (CoP) are “places” where knowledge can be created and exchanged [6]. A CoP includes people that share goals and interests and collectively reflect on a problem or an idea. In a CoP, individuals can produce and learn new concepts and best practices, thus allowing the community to innovate and create new knowledge. IKWs access and share knowledge interacting through synchronous (e.g., instant messaging and collaborative editing environments) and asynchronous (e.g., email applications) tools and often work remotely. Current technologies do not properly support this new style of work, so it is increasingly hard to exchange information in a labyrinth of network connections, firewalls, file systems, applications, and IKWs spend much of their time to adapt to their ever changing work environment instead of focusing on their real objectives. What is needed is a flexible work to support the ubiquity of the IKW and enable cooperative work. The “virtual office” approach can comply with this requirement. In a virtual office, the workers collaborate for the most part electronically through the services offered by distributed information systems, though without resorting to physical contact when it is necessary to take decisions and exchange respective views [7].

Overall, the creation and management of CoPs and the support of collaborative work are becoming central for the success of next generation KM systems [8,9]. The Peer-to-Peer (P2P) paradigm can be exploited to fit both these requirements, as it naturally supports the management of communities (e.g., workspaces, peer groups),
and allows content and knowledge to be created, shared, exchanged and transformed through synchronous and asynchronous collaboration. In particular, the P2P technology helps to support the core principles of DKM, that is, autonomy and coordination of workers. In a modern technological environment, IKWs should be granted a high level of autonomy for the management and exchange of personal knowledge, while coordination assures that the generation of common knowledge is achieved through the collaboration among autonomous entities rather than a process of homogenization [5]. With the adoption of P2P technologies, peer groups, bringing together different people from different organizations, can be formed and dissolved dynamically. This would be much more difficult in a corporate-based infrastructure and/or proprietary network. Finally, P2P architectures, having no single point of failure or central storage facilities, are more suited to guarantee important properties such as fault tolerance and adaptiveness to a changing environment.

This paper presents a P2P framework based on the virtual office model and supports the key characteristics described so far, i.e., autonomy and efficient collaboration among workers, flexible management of communities of practice, and coordinated knowledge generation and exchange. Beyond exploiting the P2P paradigm, these functionalities are also provided by giving a central role to the semantics of information. In fact, in a complex and heterogeneous environment, the integration of knowledge objects and activities is only possible when their semantics is correctly captured. It is more and more evident that organizational performance can be improved by better exploiting intellectual assets [10,11]. In particular, ontologies are used by communities to define conceptual models that allow a precise meaning of symbols to be established and shared among workers [12]. The proposed Distributed Ontology-based Knowledge Management framework, combines the use of P2P technologies, which supports the DKM and the virtual office model, and the use of ontologies, which harness the semantics of knowledge.

However, the definition of a single ontology over the enterprise is difficult, and becomes almost impossible in a distributed environment, where peers are independent of each other. In the DOKMS architecture presented in this paper, ontologies support the management of semantic information at different levels, in order to assure both the autonomy and the intelligent coordination of workers. In particular, knowledge objects are defined and managed at the organizational level (e.g., for basic organizational assets and interests), at the community level (e.g., to model a particular aspect of the organizational knowledge domain) and at individual level (to support personal perspectives about a knowledge domain). Specifically, the Upper Ontology layer is exploited to establish a common organizational knowledge background shared by all the IKWs. A set of Workspace Ontologies are defined to process and manage knowledge within communities, by the establishment of shared sets of concepts, related to the specific objectives of the communities. Finally, according to the autonomy principle of the DKM, Personal Ontologies support IKWs in Personal Knowledge Management activities. The use of ontologies allows links between knowledge objects and ontology concepts to be created. These associations foster the sharing of knowledge and improve the performance of discovery operations aimed at searching the communities for objects having specified semantic characteristics. In a dynamic environment, knowledge must be continuously updated and renovated, thus adequate supports are required to enable ontology construction and evolution. In the DOKMS architecture presented here, a procedure, based on distributed voting, allows the ontologies to be modified and extended with democratic policies.

The described functionalities of a generic DOKMS architecture have been implemented in the K-link+ system. This system was implemented to comply with the requirements emerged in the context of an Italian research project named KMS-Plus, whose main objective was the definition and management of personal and organizational knowledge for the integrated support of enterprise activities. The remainder of the paper is organized as follows. Section 2 describes the architecture of a generic DOKMS. Section 3 describes the layered ontology framework defined to efficiently support the DOKMS. Section 4 presents the K-link+ system, a specific implementation of the DOKMS architecture. Section 4.3 presents a use case of K-link+ in a software company scenario and underlines the benefits of the system. Section 5 presents a performance evaluation of K-link+. Section 6 discusses related work and Section 7 concludes the paper.

2. A generic architecture for designing DOKMS

Fig. 1 shows the abstract architecture of the framework. The architecture is based on five layers including basic communication services, data handling services, semantic services, and workspace management services. At the higher level there is a set of tools allowing IKWs to do the actual work. The layers of this architecture are briefly described in the following.

2.1. Core layer

This layer defines the core services whose implementation can be based on any P2P infrastructure. The main services provided by the Core Layer, which are exploited by higher layers, are: the K-Group Service which allows to create new K-Groups (e.g., communities or workspaces); the Connection Service which allows IKWs to join P2P network, and the Communication Service that provides features used to send and receive messages.

---

1 KMS-Plus was a research project started as a “pre-competitive” development project financed by the Italian Ministry of University and Research. The outcome of KMS-Plus has been the definition of a semantic-aware Knowledge Management System for SMEs supporting business processes through an integrated view of dynamic and static aspects of enterprise knowledge.
2.2 Data handling and consistency management layer

To favor the autonomy of users, this framework enables different replicas of the same object to be created, so that users can work on their local copies. Since several clients can concurrently work on shared objects, this raises the problem of maintaining data consistency [13,14]. Each IKW can perform read operations, or provisional write operations, directly on its local copy of the object, through the primitives provided by the Local Data Handler. The purpose of this layer is to ensure data persistence, consistency management and synchronization of shared objects. More details on the techniques adopted are given in Section 4.1. Finally, the Local Data Handler manages a set of local repositories to store information about contacts, workspaces and knowledge objects. The synchronization service allows peers to keep their knowledge objects up to date when reconnecting to the network.

2.3 Semantic services layer

The Ontology and Indexing service deals with operations involving ontologies (creation, update) and allows documents to be indexed for keyword-based search. The Profile and Presence Service manages status check operations and enables users to create and publish their profiles within the network. Within these profiles, peers can advertise their expertise in the form of a set of ontology concepts. The Workspace and Invitation Service handles the set up of workspaces and their population, which is performed by sending invitation messages to peers. The Tool Service is used to add new tool instances to workspaces at run time. The Instant Message Service allows peers to communicate each other via a chat system.

2.4 Controller layer

This layer contains a set of controllers that catch operations performed by users and forward them to the underlying layers. The Workspace Controller manages workspace settings through the creation of profiles that contain information about the workspace topics, the set of tools, and the IKWs included in the workspace. The Contact Controller enables peers to discover other peers over the network and add them to a personal Contact List. The PKM Controller is delegated to manage IKWs’ Personal Knowledge. The Tool Controller is responsible for allowing users to handle operations (add, update, remove) on tools.

2.5 Tool layer

This layer provides a basic set of tools (document sharing, shared calendar, shared address book, shared sketch pad, shared browser) that can be used within workspaces. In addition, other tools can be developed and included in the system as modular components.

The described framework can be implemented with any underlying P2P architecture. However, we adopted the Sun JXTA [15], as it is widely accepted as the de facto standard P2P framework. K-link+ will be described in Section 4.

3 An ontology framework supporting DOKMS

An ontology [16,17] is an abstract representation of a knowledge domain and allows its modeling in terms of concepts, relations between concepts, class hierarchies and properties. Moreover, ontologies permit reasoning about the represented knowledge and offer a way for defining a set of possible instances of concepts and relations to provide links between the model and the modeled reality. In recent years the knowledge management community has been considering ontologies as an adequate support for managing the semantics of information [18]. Next generation knowledge management systems will probably rely on conceptual models that go beyond classical ER models. They will exploit ontologies for defining a precise semantic meaning of a shared terminological. Recently some knowledge management systems based on ontologies have been proposed. The FRODO system [19] exploits ontologies as a mean for knowledge description in organizational memory. Comma [20] combines agent technologies for enabling ontology-based knowledge management systems. Also the problem of building ontology-based systems has been recently investigated in [21].

This section describes an ontology framework to enable distributed knowledge management in organizations. The requirements of this framework emerged in the context of the KMS-Plus project. In designing this framework we faced three critical issues. First, in an organization it is not conceivable to have a single and universally accepted ontology. It is preferable to provide a multi-layer ontology support that allows to: (i) define a quasistatic part of organizational knowledge that should be accepted by everyone; (ii) cover specific aspects of the knowledge domain faced by the organization (e.g., in an organizational commitment) that will be deepened when necessary. Hence, the organizational background can incrementally grow up. Second, ontologies in an organization need to evolve continuously [22]. This problem becomes more challenging in a distributed scenario where there are no central entities that handle ontology management operations. Third, a large body of information in an organization typically exists outside the knowledge base (e.g., emails, textual documents, databases). In order to reuse this amount of information, appropriate wrappers have to be provided. These should convert information into an ontological format at an affordable cost. However, this is not an easy task; thus it is necessary to provide a different mechanism allowing a fine grained layer of metadata based on ontologies [12] to be created. This way, it will be possible to improve the quality of knowledge reuse and retrieval. These three aspects will be addressed in the next sections.

3.1 Harnessing organizational knowledge through ontologies

In order to manage the semantics of information in our DOKMS architecture, we designed an ontology framework organized in two layers. This framework is shown in Fig. 2 where concepts are represented as circles and relations as dashed lines.

3.1.1 First layer: The organizational knowledge background

The first layer (i.e., organization layer) contains an Upper Ontology (UO) and a set of Core Organizational Knowledge Entities (CKEs) represented as ontology classes. The ontologies contained in this layer aim at modeling the basic knowledge background of an organization. In particular, the UO represents a basic set of meta-concepts relevant for an organization, typically defined by domain experts. More formally an UO can be defined as:

\[ UO = \langle C, P, H^C, H^P, A, I \rangle \]

consisting of a set of concepts \( C \) and a set of properties \( P \) respectively arranged in the hierarchies \( H^C \) and \( H^P \) that associate each concept \( c \) with its sub-concepts \( Sub(c) \), and each property \( p \) with its sub-properties \( Sub(p) \). \( A \) is a set of axioms. \( I \) represents the extensional part of the ontology and contains ontology instances. This definition comply with the features of OWL2 and RDF(S)\(^3\) ontology languages that provide constructs such as owl:Class and rdfs:subClassOf to define the classes and their hierarchy \( H^C \), and rdfs:Property and rdfs:subPropertyOf to define the properties and their hierarchy \( H^P \).

The UO can be viewed as a semantic network of concepts similar to a thesaurus. For instance, the UO for a health care organization will contain concepts and relations related to diseases, clinical practices, drugs, surgery, etc. CKEs aim at giving a semantic

\(^2\) http://www.w3.org/2004/OWL.

\(^3\) http://www.w3.org/RDF.
description of well-known organizational sources of knowledge. We identified four COKEs:

- The Human Resource COKE describes organizational groups (Community of Practices, Project Teams) and individuals. For each IKW, personal data, skills, group memberships and topics of interest are represented. A group is described through its objectives and topics and contains information about the participant IKWs.

- The Knowledge Object COKE describes textual documents, database elements, emails, Web pages, through common metadata (e.g., data of creation, document type, author, URI). In particular, this COKE supports ontology-based content retrieval.

- The Technological Resource COKE describes tools through which knowledge objects are created, acquired, stored and retrieved. For each tool, this kind of COKE provides information about its version and features.

- The Service COKE describes services, provided by IKWs, in terms of provided features and access modalities. Example of services can be Web services or P2P services such as the JXTA services [15].

Each COKE has its own definition also in terms of attributes. For instance, the COKE Knowledge Object (KO), which describes different types of unstructured textual documents, contains attributes such as name, size, and author. Instances of the same COKE share the same structure, so allowing for the management of implicit and explicit knowledge stored in structured, semi-structured or unstructured formats. As shown in Fig. 2, annotation relations can be defined between the COKEs and the UO. This means that COKE instances can be semantically associated to the concepts of the UO by following the principle of superimposed information, i.e., data or metadata “placed over” existing information sources [23]. For instance, let us consider a human resource skilled in Java. An annotation relation can associate the corresponding COKE human resource instance to the Java concept contained in an UO. This annotation can be exploited when searching for human resources skilled or interested in Java, for instance, if a group must be created to carry out a particular commitment related to Java programming.

3.1.2. Second layer: Extending the organizational knowledge background

The second layer of the devised ontology framework (shown in the upper part of Fig. 2) is composed of a set of UO extensions called Workspace Ontologies (WOs), and one or more Personal Ontologies for each IKW. A Personal Ontology (PO) is the specialization of one or more UO concepts and is used to deepen a particular aspect of the knowledge domain in which an IKW is interested. More formally, a PO can be defined as follows:

\[ PO = (UO, UOC', UOP') \]

where the UO is the Upper Ontology and UOC' and UOP' are the sets of new concepts and properties added by the IKW. A PO operates at individual level as semantic support for personal knowledge management operations. It is defined by the IKWs that use the UO and need to extend it for their specific goals in the organizational activities. In order to enhance social aspects of knowledge management, the framework also allows WOs to be created. A WO specializes one or more UO concepts and is used to support cooperative work in a workspace. Even in this case, IKWs can annotate COKEs instances relevant to the workspace to WO concepts and retrieve them by semantic search. More formally, a WO can be defined as follows:

\[ WO = (PO, WT) \]

where PO has the same structure as the PO and WT is a set of concepts about workspace topics, on which an agreement among workspace members has been reached. The relations existing between the UO and the WO and the PO ontologies are specialization relations, since such ontologies specialize one or more UO concepts. In an organization it is not feasible to have a completely predefined modeling of organizational knowledge through ontologies. Therefore, we designed a distributed voting mechanism that enables ontologies to evolve in a collaborative and democratic way. The next section provides an overview of this mechanism.
3.2. Handling ontology drift

Static or fully predefined ontologies cannot satisfy the ever-changing requirements of an organization in a dynamic distributed environment. In the proposed framework, IKWs are allowed to propose extensions or modifications of ontologies (i.e., the UO and WO) according to their needs. Upon acceptance of such proposals, ontologies evolve in a collaborative and emerging way. Ontology drift, i.e., the evolution of an ontology, is managed through a distributed voting mechanism [24]. In particular, for each voting procedure a voting chair is in charge of permitting or denying the voting process, collecting results and propagating them to participants. Before initiating a new voting procedure, an IKW obtains the authorization from the chair if there are no other voting procedures in progress. An update proposal related to the UO is accepted if, within a specified amount of time, the majority of all peer members, regardless of their workspace memberships, agree with the proposal. Similarly, to be approved, an update proposal has to be accepted by the majority of the workspace members. A voting process is divided into three phases:

1. **Set-up phase**: In this phase the voting initiator contacts the voting chair who, if there are no pending voting procedures, forwards a “request for vote” message to all the involved IKWs. This message contains information about the update proposal along with the voting deadline.

2. **Voting phase**: IKWs vote to confirm or reject the ontology update proposal, and send their vote to the chair.

3. **Scrutiny phase**: when the deadline expires, the chair counts up the votes and sends the result to the involved IKWs. If the update proposal has been accepted, the UO or WO is modified accordingly.

When IKWs, which were previously offline, reconnect while a voting procedure is in progress, they are made aware of the voting proposal by the voting chair and can join the voting process. If they reconnect when the voting procedure has terminated, they receive from the chair a notification containing information about the updated version of the ontology.

3.3. Ontology-based information retrieval

As stated in Section 3.1, annotations can be created between COKE instances and ontology concepts. These annotations are supposed to reflect the content of a particular instance and establish the foundation for its retrieval when requested. In general, semantics-driven information retrieval can be performed using specific tools able to retrieve specific kinds of COKE instances. In particular, we implemented the K-link+ File Sharing tool, which allows instances of Knowledge Objects (KOs) to be retrieved (see Section 4.2). Unstructured information constituting a KO (e.g., a textual file) can be semantically enriched through the annotations, and its retrieval can be performed by specifying ontology concepts instead of keywords. However, it is expected that the annotation process can be automated to decrease the burden of the IKWs. For this purpose, a method based on keyword extraction, as in [25], is adopted. Keywords extracted from the text of the KO can be viewed as descriptors of the KO content. In Fig. 3, the portion of the ontology framework exploited to manage the annotation of KOs is detailed.

As can be noted, annotations of KO instances are handled by an *Annotation* class. This class has two properties, *topic* and *KO*, by which concepts and documents are related together. The property type is used to specify the kind of annotation (i.e., manual or automatic). Overall, the process of retrieving a KO can be summarized as follows. A user annotates its own KOs, thus creating instances of the *Annotation* class. Instances of the *Annotation* class have a property *topic* which indicates the ontology concept that describes the KO. The user can retrieve KOs by choosing a concept of the ontology and sending a request to the peers.

4. The K-link+ system

The architecture described in Sections 2 and 3 was implemented in the K-link+ [26] system, using the JXTA framework [15]. K-link+ features a user-friendly graphical interface both for personal and workspace knowledge management. The workspace perspective is depicted in Fig. 4. Through this graphical interface users have an immediate view on the shared work environment; a user can see the list of IKWs belonging to the workspace, the set of workspace tools (the user can switch among tools by selecting the corresponding tab at the bottom of the workspace interface), a workspace chat application and references to an ontology editor and to the peer invitation feature. The creation of a workspace can be done in a few steps. First, a user edits the workspace name and profile; then, he/she populates the workspace by inviting other IKWs belonging to his/her contact list. Afterwards, he/she can select one or more Upper Ontology concepts to which the workspace is related, and is this way starts creating the workspace ontology. Finally, the workspace administrator selects the set of tools useful for workspace members.

In the rest of this section we provide a detailed description of two fundamental features of the DOKM framework implemented in the K-link+ system: shared objects management and distributed search and retrieval. To support these features, we implemented the Consistency Management tool and the File Sharing tool, respectively. The implementations of the tools, described in the
Sections 4.1 and 4.2, were exploited to evaluate the system in a real P2P network, as discussed in Section 5.

4.1. The K-link+ consistency management tool

As mentioned in Section 2, an important feature of K-link+ is that it allows IKWs to work on their local copies of shared objects and at the same time it guarantees the consistency of such copies. To manage shared object consistency, we adopt the sequential consistency model proposed by Lamport [27], which ensures that all the updates performed on a shared object are seen in the same order by all the users. In K-link+, this model is implemented by defining three different roles that can be assumed by peers: Manager, Rendezvous and Broker. One or more Manager nodes are assigned to each object and are responsible for authorizing object updates and ordering them sequentially. In particular, each object is assigned a Version Number (VN), which is incremented after each update. A Rendezvous node maintains relevant metadata about the shared objects of a workspace; in particular it maintains, for each object: (i) the list of nodes that can assume the Manager role and (ii) the identity of the Current Manager node, i.e., the node that is currently responsible for the management of the object. Finally, a peer assumes the role of Broker whenever it obtains an updated replica of an object. A Broker can forward a replica to other nodes in a P2P fashion, thus speeding up the propagation of updated objects over the network.

The definition of the above-mentioned roles enables three different kinds of interactions among peers, as shown in Fig. 5. A centralized approach is adopted when Workers interact with the Rendezvous, for example to get information about the VN and the Current Manager of an object. A dynamic centralized paradigm is enabled by the presence of a number of interchangeable Managers associated to each object. A Broker can forward a replica to other nodes in a P2P fashion, thus speeding up the propagation of updated objects over the network.

The users can create new shared objects (e.g., textual documents) through the consistency management tool. Each object can be composed by a set of sections described by corresponding metadata, e.g., the section name and the peer that created the section. The central part of Fig. 4 shows the user interface of the tool. When a new object is created, the peer chooses a list of peers that are responsible for the object (i.e., the Manager list). The first online peer contained in the list assumes the role of Current Manager (CM). The peers request updates on a shared object directly to the CM, which can accept or reject the update proposals. In the central part of Fig. 4, some update requests received by the CM are shown. In particular, the CM has to decide whether or not to (i) allow modification of the object with ID 1 (first row); (ii) add a new section to the object with ID 2 (second row); (iii) delete the object with ID 0 (third row). When an update on a shared object is performed, the updated copy is sent to the interested peers.

4.2. The file sharing tool

Another remarkable feature of K-link+ consists in the possibility of performing two kinds of distributed document search:

- **Keyword-based search:** This kind of operation allows users to discover documents on the basis of their content. This is a significant improvement versus the classical P2P file sharing systems in which it is only possible to perform title-based search. To enable this feature, K-link+ exploits the Lucene

![Fig. 4. The K-link+ Consistency Management Tool.](image-url)
search engine library \footnote{4 http://lucene.apache.org.} that manages the indexing of documents locally stored by a peer.

- **Semantic-based search:** K-link+ allows users to search for documents that have been semantically annotated to ontology concepts. In particular, a peer can select one or more concepts of the shared ontology and send the query to the group. The peers return the documents annotated to the concepts specified in the query.

These search features have been implemented in the File Sharing tool whose interface is shown in Fig. 6. The tool allows for sharing different kinds of files (e.g., doc, ppt, txt, pdf, etc.) and adding them to the workspace or personal knowledge base. The File Sharing tool also allows files to be annotated to both shared ontology concepts (incrementally built through the voting mechanism described in Section 3.2) and a locally defined structure as shown in the left part of Fig. 6. Annotations of documents to ontology concepts can be done by dropping their descriptors over the ontology concepts. Fig. 6 shows the document annotation perspective. The bottom right part of the figure shows the Semantic Table that maintains information about annotations in the form of COKE instances (e.g., human resources, knowledge objects) annotated to WO concepts. A workspace provides a set project deadlines, project meetings, exchange documents and so on. Furthermore, it is also possible to develop specific tools that can be plugged into the system as libraries at run time. When a new tool is added to a workspace, the workspace members will automatically be informed and local instances of the tool will be created. Afterwards, each tool update (a new project meeting in the shared calendar tool) will be forwarded to the workspace members that can store new information locally.

![Fig. 5. The K-link+ consistency model.](image-url)

**4.3. K-link+: A use case**

This section presents a real use-case scenario with the aim to underline possible benefits of using K-link+ in an organization such as a small–medium enterprise. The DOKMS architecture and thereof the K-link+ system is based on the concept of workspace. A workspace can be viewed as a common work area, accessible at any time from everywhere, in which knowledge is represented under the form of COKE instances (e.g., human resources, knowledge objects) annotated to WO concepts. A workspace provides a set of tools for creating and storing knowledge objects and for using services useful for the workspace members. Each IKW can be a member of a workspace under the following profiles:

- A Workspace Manager is a workspace administrator endowed with full capabilities for adding tools, inviting other IKWs or modifying the WO settings.
- A Workspace Participant is a workspace member with reduced but extensible (under Manager control) capabilities.

A workspace set-up procedure can be performed whenever a new organizational task must be carried out. For instance, let us consider a software company that wants to develop a graphical interface, written in Java, able to support the design of business workflows in a distributed environment. To deal with this task and fulfill the commitment requirements, the project leader can set up a proper workspace. The workspace is associated to one or more concepts of the UO, and the WO represents a specialization of these concepts. A configuration of the ontology framework described in Section 3.1, for this example, is shown in Fig. 8.

In this figure, the WO specializes the Java concept by adding child concepts related to useful Java graphical libraries. Moreover, the IKW also constructs a PO to which he/she can annotate its personal documents. The creation of a workspace is automatically followed by the creation of a group ontology instance in the COKE human resources ontology. This instance is semantically annotated to the Java UO concept. Hereafter, by using the K-link+ functionalities, the project leader:

- chooses the existing literature and document templates concerning the project topic. In this case it is valuable to populate the workspace document base with knowledge objects related to the concepts defined in the WO. Interesting knowledge objects can be discovered by the K-link+ File Sharing tool that handles keyword and semantic-based searches;
- defines an appropriate team of IKWs whose skills can be exploited to accomplish the commitments. For the above-mentioned example, the K-link+ system should be able to find, through the ontology support, at least the following IKW profiles: experts in Java programming, experts in graphical interface development, and experts in workflow systems. People having the selected profiles become members of the workspace after receiving invitation messages sent by the workspace manager through the K-link+ workspace and invitation service;
- designs an activity plan and assigns single activities to the IKWs by sending proper messages;
- chooses a set of services for supporting the project. For example, the services ontology should contain a reference to a concurrent versions system (CVS) dedicated to the project. Services can be directly embedded in the K-link+ workspace perspective that provides IKWs with a common work environment that gathers the needed applications.

Finally, the workspace manager or its delegates choose a set of tools that can be useful for the workspace members to perform their work. Such tools can be selected among a basic set of tools with which K-link+ is endowed (file sharing, shared calendar, shared browser, sketch pad, etc.). Through these tools, IKWs can set project deadlines, project meetings, exchange documents and so on. Furthermore, it is also possible to develop specific tools that can be plugged into the system as libraries at run time. When a new tool is added to a workspace, the workspace members will automatically be informed and local instances of the tool will be created. Afterwards, each tool update (a new project meeting in the shared calendar tool) will be forwarded to the workspace members that can store new information locally.
Each workspace is described by a workspace profile that includes the UO concept used to specialize the WO, information about the participant IKWs, and services and tools of the workspace. After creating the WO, its concepts can be used...
for semantically annotating new COKE instances created within the workspace. For example, a tutorial on the use of the SWT Java library can be annotated to the SWT WO concept. K-link+ can be used profitably as an effective cooperative platform in organizations because:

1. it enables cooperation between IKWs by offering them an integrated and shared work environment in which they can concurrently work on the same shared objects and handle different sources of knowledge within the same environment. This way, the system avoids users to run several applications that cannot exchange data;

2. it allows contents (described by COKEs) to be provided with an immediate semantic meaning, by means of annotations. The principle followed by annotations is aimed at providing information with a sort of superimposed meaning. This aspect is particularly important since today information is for the most part in unstructured form and its retrieval mainly relies on statistical approaches (e.g., information retrieval approaches) that are not able to “interpret” its semantic meaning;

3. it enables the reusability of organizational knowledge. For instance, in the described example, if the company will deal in the future with a similar commitment, such as the development of a new Java application, a search can be issued for a workspace that in its profile contains concepts such as Java, SWT, Swing and so forth. Thereafter the project leader can select the documents, templates and human resource profiles that can profitably be reused for the new project.

5. Performance evaluation

In this section we provide a performance evaluation of K-link+ in terms of: (i) distributed semantic search, performed by exploiting the File Sharing tool described in Section 4.2; (ii) shared object update, performed with the Consistency Management tool described in Section 4.1.

For each evaluation experiment, we set up a real P2P network and simulated the events related to each kind of evaluation, which are normally generated by real users, through event generators. In this way, we simulated the behavior of users in the real system: this allowed us to test different scenarios on varying the number of peers and the activeness of users. Specifically, in the case of distributed search, send query events were generated, whereas request update events were issued in the case of shared object update. For the exchange of messages we used the JXTA sockets that ensure reliability and automatic message queuing. Although the network overhead in terms of communication time is higher than that experienced with JXTA endpoints, we decided not to adopt the latter technique owing to its unreliability: with JXTA endpoints, we noticed that a considerable amount of messages get lost. The experiments were performed on Windows XP PCs with 3.0 GHz CPU and 1 GB RAM, connected through a 100 Mbps LAN.

5.1. Evaluating distributed search

K-link+ is based on a super-peer (SP) [29] architecture in which peers of the same group/workspace are connected to one SP (a JXTA Rendezvous), and each SP is connected to a set of neighbor SPs. SPs of different groups can communicate each other in a pure P2P fashion. Each SP is responsible for handling requests issued by the peers of its group and forwarding these to the other peers of the group and to the neighbor SPs.

We evaluated the query response time (QRT) as a function of the peer group size and the query generation interval (QIG), that is, the rate at which a peer generates queries. The following table summarizes the parameters of the evaluation. The experiments were performed with a number of peers ranging from 3 to 27 and a query rate ranging from 1 query every 6 s to 1 query every 24 s.
In the first test of experiments we assumed that 25% of the peers are active and send queries. Results are reported in Fig. 9. It is noticed that the QRT never exceeds 5 s even when the QIG is low (i.e., 1 query every 6 s), which implies that a high number of query messages circulate in the network. The response time decreases as fewer queries are generated by the users. For instance, with a QIG of 24 s, the QRT decreases up to 1.5 s in a network with 27 peers. In the second set of experiments, we doubled the percentage of peers sending queries (i.e., 50% of the peers are active). Fig. 9 reports the results obtained in this case. As expected, the QRT increases, since the number of queries and related messages circulating in the network increases. However, it never exceeds 7 s. Note that with a number of peers not larger than 12, the measured QRTs are comparable in the two above-mentioned scenarios. Finally, we carried out a further evaluation test in which all the peers actively send queries. Fig. 10 shows that the QRT noticeably increases in this scenario. In particular, in the configuration with 27 peers and QIG equal to 6 s, the QRT increases up to 35 s.

These experiments show that the QRT increases with the query rate and the number of participants in a group. The main reason is that in a larger peer group, the SP needs more time to forward the query to all the peers. Moreover, when the number of queries and related messages increases, the SP is more inclined to be overloaded in processing the queries coming from the peers of its group. The configuration with 100% of the peers sending queries and low QIG is not actually realistic, as we also experienced during the KMS-Plus project, but the purpose of the tests was to stress the system and evaluate it in a critical scenario.

In particular, in a network with 27 peers and each peer generating a query every 6 s, the QRT increases up to 35 s, which is a quite large value. However, in more realistic scenarios, in which only a percentage of the peers are active and send queries concurrently, the QRT is limited and never exceeds 6 s.

5.2. Evaluating shared object update

The second evaluation we performed is related to the shared object management approach described in Section 4.1. In particular, we evaluated the average time required for updating an object as a function of the number of available Current Managers (CM). The parameters of the evaluation are summarized in Table 1. In order to collect and plot results, we adopted the following approach: we started by considering a single CM (complete centralization) and then incrementally added new peers, up to 27. The peers submit object update requests at the rate of 1 every 5 s. Each update request is related to one of the 800 shared objects, chosen randomly, and the size of each request is randomly selected in the range from 1 to 10 kb. Each evaluation test was stopped after 45 min. We obtained sufficient data to plot the average update time (i.e., the time elapsed from the update request to the time in which the reply from the CM is received and stored) as a function of the number of peers. Further evaluations were performed by considering an increasing number of CMs, which equally share the management of the objects. For instance, if 4 CMs are available, each CM is responsible for 200 objects. Fig. 11 shows the results of the experiments.

It is noticed that the number of CMs does not affect the response time if no more than 18 peers are connected: the time is always equal to about 0.3 s. However, when the number of peers further increases, there is a significant difference between the configuration with a single CM and the configurations with more than one CMs. In particular, in the configuration with 27 peers, the update time is reduced by about 30% by using 2 CMs. Similarly, in a configuration with 3 CMs, the update time is reduced by another 20%. However, if the fourth CM is added, the update time decreases in a much less relevant fashion. We can conclude that, in a configuration with about 30 peers, 2 or 3 CMs are suitable to handle a number of 800 shared objects.
6. Related work

Recently, some collaborative systems implementing the virtual office paradigm have been developed, e.g., Zoho (http://www.zoho.com) and ThinkFree (http://www.thinkfree.com). However, they are based on a client/server approach and do not include semantic features. The system closest to K-link+ is Groove (http://www.groove.net), an integrated environment for creating distributed virtual offices. Collaboration activities in Groove take place in a shared application space, which is accessed from an application client called transceiver. A shared space, including tools and persistent data, is replicated on every member’s computer. Data within a shared space is encrypted, both on disk and over the network, to assure confidentiality and integrity. Both data and commands are transformed, stored and transmitted as XML documents. Every modification made in a shared space is propagated to the other peers. Though its approach is very promising, Groove, differently from K-link+, does not feature semantic functionalities nor exploit ontology mechanisms to cope with knowledge.

A number of systems implement the DKM paradigm and support semantics through the use of ontologies. The KEEx system [5] combines P2P technologies with semantic functionalities. This system, implemented with JXTA, allows a set of K-nodes to exchange information on a semantic basis. Semantics in KEEx is supported through the notion of context, which represents a personal point of view about reality. Users can autonomously create a context to organize their personal knowledge. The system relies on an automatic mapping algorithm that finds the correspondences among the concepts included in the personal contexts of different users. As opposed to K-link+, KEEx leaves the users completely free in the process of context creation and management, without providing them with any organizational background. This may be a weak point in a structured organization. We think that the three level ontology exploited by K-link+ is more suited to guarantee both the autonomy of users and the coordination of their knowledge in a corporate environment.

SWAP (Semantic Web and Peer-to-Peer) [11] aims at combining ontologies and P2P for knowledge management purposes. SWAP enables local knowledge management through a component called LR (Local node Repository), which gathers knowledge from several sources and represents it in RDF schemas. SWAP enables knowledge discovery by using a query language called SeRQL, which is an evolution of RQL. Castano et al. [30] proposed a general framework, called Helios, for ontology-based KM in P2P systems. Ontology matching can be dynamically performed at different levels of accuracy by exploiting the ontologies of peers. Helios also provides a communication infrastructure called Hermes that allows peers to dynamically join communities of interests and share their knowledge. Differently from these approaches, K-link+ does not specifically tackle the problem of ontology mapping, which can be time consuming thus affecting the requirement of quickness that is mandatory in a P2P environment. Conversely, K-link+ supports a “mutual agreement” mechanism among the participants, since ontologies are built in a democratic way through a distributed voting mechanism.

The OntoZilla system [31] combines ontologies and P2P technology, with a vision of improving the information search process and facilitating integration as well as interoperability. In OntoZilla, peers supporting the same ontology concept are grouped into the same cluster, and the relations between clusters are modeled according to the concepts in which they are specialized. Therefore, a query belonging to a specific concept can be routed to a suitable group of peers in a systematic way, thus supporting efficient concept search. Moreover, since peer relations are based on peers’ expertise that may change over time, the semi-structured system adopted by OntoZilla can flexibly cope with the characteristics of an ever-changing environment.

Another interesting approach is presented in [32,33]. A semantic network is built among the peers, by establishing relations between “semantic nodes”. A semantic node can be an entity, a concept, a schema, or a semantic community. A semantic link represents a semantic relation between semantic nodes, such as instance-of, subtype, similar-to, cause-effect, and so on. The construction of the semantic network helps to improve the efficiency of discovery procedures, since a query message can be forwarded with higher probability to neighbor nodes having semantic characteristics that match with the target information specified in the query.

The solution presented here for content consistency management in a P2P environment is better detailed in [34]. Current approaches to consistency management in P2P networks depend on the scale of the system. In a large-scale and dynamic system, it is complex and cumbersome to guarantee full consistency among replicas, so researchers designed algorithms to support consistency in a best-effort way. In [35], a hybrid push/pull algorithm is used to propagate updates, where flooding is substituted by rumor spreading to reduce communication overhead. SCOPE [13] is a P2P system that supports consistency among a large number of replicas, at the cost of maintaining a sophisticated data structure. By building a replica-partition-tree (RPT) for each key, SCOPE keeps track of the locations of replicas and then propagates update notifications. In [14], an algorithm for file consistency maintenance through virtual servers in unstructured and decentralized P2P systems is proposed. Consistency of each dynamic file is maintained by a virtual server (VS). A file update can only be accepted through the VS to ensure the one-copy serializability. The K-link+ consistency approach, based on the definition of different peer roles (Rendezvous, Manager, Broker), aims to combine the flexibility of decentralized algorithms with the reliability of the centralized architecture. We think that this is the most equilibrate approach in a small- or medium-scale system, which is the context of interest of K-link+.

7. Concluding remarks

This paper addressed the problem of distributed organizational knowledge management faced in the context of the Italian research project KMS-Plus. Our investigation revealed that in a complex organization, enabling the autonomy of workers and coordinating their knowledge is more effective than superimposing predefined knowledge organization procedures. Hence, a reference framework based on a P2P architecture, which preserves users’ autonomy but fosters their collaboration, was presented. The framework presents an alternative way to knowledge management as compared to current centralized architectures based on corporate infrastructures. A striking feature of the framework is represented
by the use of formal domain theories, based on ontologies, to model organizational knowledge at the personal, group and organizational levels. A concrete implementation of the abstract framework is K-link+, a fully fledged system centered upon the virtual office model. The paper showed how the P2P paradigm, the multi-level ontology infrastructure, and the workspace functionalities and tools can be exploited in K-link+ to efficiently handle a specific organization commitment, and tackle important issues such as knowledge drift, object sharing and consistency management. Moreover, the possibility of associating semantic-free content with ontology concepts allows unstructured and semantic-enriched knowledge to be retrieved efficiently.

We are working on extending the semantic capabilities of K-link+ in order to allow multiple and independent ontologies to coexist. However, this will bring in problems of semantic interoperability, since it will become necessary to discover correspondences among the ontologies in order to foster the semantic information flow. In this respect, we are devising an algorithm for matching distributed ontologies that will exploit different kinds of ontological information (e.g., linguistic, structural). Further technical details about K-link+ can be found at the K-link+ project website.5
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