Phase Measuring Deflectometry: a new approach to measure specular free-form surfaces
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ABSTRACT
We present a new method to measure specular free-form surfaces within seconds. We call the measuring principle ‘Phase Measuring Deflectometry’ (PMD). With a stereo based enhancement of PMD we are able to measure both the height and the slope of the surface. The basic principle is to project sinusoidal fringe patterns onto a screen located remotely from the surface under test and to observe the fringe patterns reflected via the surface. Any slope variations of the surface lead to distortions of the patterns. Using well-known phase-shift algorithms, we can precisely measure these distortions and thus calculate the surface normal in each pixel. We will deduce the method’s diffraction-theoretical limits and explain how to reach them. A major challenge is the necessary calibration. We solved this task by combining various photogrammetric methods. We reach a repeatability of the local slope down to a few arc seconds and an absolute accuracy of a few arc minutes. One important field of application is the measurement of the local curvature of progressive eyeglass lenses. We will present experimental results and compare these results with the theoretical limits.
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1. INTRODUCTION
There is a variety of methods to measure the shape of diffusely reflecting free-form surfaces, for example fringe projection, stereo or active stereo sensing. It is much more difficult, however, to measure the shape of specular free-form surfaces, since the surfaces themselves are ‘not visible’ – we only see their effect via the reflection of incoming light.

The measurement of optical surfaces can be done by interferometric means. However, this commonly requires complicated and expensive compensation optics. Another option is to guide a curvature sensor along the surface. Apart from interferometric methods, which measure path differences, one can also measure the deflection of reflected or transmitted light beams. One important deflectometric method is the Shack-Hartmann principle. However, this method is limited concerning the dynamic range and the number of measured points.

Other well-known methods for measuring aspheric surfaces are Moiré deflectometry or the ‘Reflection Grating Method’ introduced by Ritter et al. This method is under investigation by several research groups.

The Phase Measuring Deflectometry (PMD), which we have developed during the last years, improves the deflectometric approaches: We measure the surface quite fast with an accuracy reaching the physical limit. We achieve this accuracy by theoretically optimized projection and observation of sinusoidal fringes. We developed a precise calibration method by combining deflectometry with photogrammetry. Deflectometric methods are ambiguous concerning the calculation of the surface normal. As the primary measure is the slope, any information about the object height is lost. Therefore most of the listed methods can only be used for qualitative inspection and not for absolute slope and height measurement. Our approach, that we consider to be new, is based on stereo and solves this ambiguity.
PMD is suitable for the measurement of various specular surfaces. This includes applications with high demands on accuracy such as the measurement of wafers or high precision optics. But the method can also be adapted for high speed inspection of bigger objects, such as painted car bodies or reflectors.

An important field of application is the measurement of progressive eyeglass lenses. In particular the surface curvature is interesting. To get the curvature from shape data, one has to calculate the second derivative. If we have already slope data, only the first derivative has to be calculated. As every derivation increases the noise, the deflectometric methods have an unbeatable advantage compared to methods that capture the shape data.

2. SENSOR PRINCIPLE

Specular objects reflect incident light in one direction only. Therefore we have to provide incoming light from many directions with a large diffusing screen so that some light will fall into the pupil of our observing camera. Figure 1 displays the setup of a sensor based on PMD.

![Figure 1](image.png)

**Figure 1.** Left: The schematic setup of a sensor based on PMD. A projector generates fringes on a rear projection screen. A camera observes the pattern, using the specular surface as a ‘mirror’. Depending on the shape of the object, the resulting fringe image is distorted. Right: Commercialized setup with positioning device. The sensor was built by our project partner 3D-Shape GmbH in Erlangen.

Compared to the ‘Reflection Grating Method’ our new approach with PMD is the projection of sinusoidal fringe patterns: All deflectometric methods are limited by the intrinsic depth of field problem, since we cannot focus onto the object and the fringes at the same time. As the sinusoidal fringes do not change their phase when they are defocused, we can safely focus at the object. Nevertheless, the contrast of the fringes will decrease. This yields a fundamental uncertainty relation, which will be discussed in Sect. 2.1.

Figure 2 depicts one ray of light, which is reflected from the screen via the surface into the camera. In each camera pixel the phase $\varphi$ of the imaged fringe pattern can be measured. Depending on the local slope of the surface and the distance $d$ between screen and object, the phase varies according to the following equation:

$$\varphi = d \cdot \tan 2\alpha$$  

(1)

For the evaluation of the sinusoidal pattern we can apply well-known phase-shifting-techniques. We project $N$ fringe patterns, each shifted by $2\pi/N$. Then the phase can be calculated from the $N$ intensities in every pixel separately. Note that we have to project horizontal and vertical fringes to detect slope deviations in both azimuths (Fig. 11).
Figure 2. A ray of light that is reflected from the surface into the camera. The phase $\varphi$ is a measure for the local object slope $\alpha$.

2.1. Physical Limits

All measurements have to fulfill at least the Heisenberg uncertainty relation. In this case we want to measure the direction (impulse $p$) and the origin (position $x$) of the reflected light. These are conjugated variables. Thus we expect an uncertainty relation between the uncertainty of the measured slope $\delta \alpha$ and the measured position on the surface $\delta x$. We do not have to deduce the relation beginning at Heisenberg. Instead we can use the optical diffraction limitations. Figure 3 shows the image formation at one pixel of the camera. As stated above we focus at the object. Thus the pixel corresponds to a circle of confusion on the screen.

The camera is focused at the surface. As the depth of focus $\delta z$ is shorter than the distance between object and screen, the contrast decreases. The period $p$ must be longer than the diameter of the circle of confusion $\delta l$.

The diffraction limitation gives us the lateral resolution $\delta x$ on the object according to

$$\delta x = \frac{\lambda}{\sin u}. \quad (2)$$

$\lambda$ is the mean wavelength and $u$ is the aperture of the camera. If the distance from the screen to the object is much greater than $\delta z$ (which is the case in most setups) the size $\delta l$ of the blurred spot on the screen can be approximated with

$$\delta l \approx 2d \sin u = 2d \frac{\lambda}{\delta x}, \quad (3)$$

using Eq. (2). According to Eq. (1), the angular uncertainty $\delta \alpha$ can be expressed as an uncertainty of the measured phase $\delta \varphi$:

$$\delta \varphi = 2d \cdot \tan \delta \alpha. \quad (4)$$
The uncertainty of the phase depends on several parameters. It decreases with higher contrast \( C \) and a shorter period \( p \) of the fringes. Lampalzer\(^{14} \) showed that

\[
\delta \varphi = \frac{p}{Q C},
\]

(5)

using a 4-shift algorithm. \( Q \) is a constant describing the phase uncertainty caused by the camera quantization error and photon noise: \( Q = \Delta I/I \). What is the optimal period \( p \)? The contrast of the pattern is determined by the convolution of the blurred spot and the sinusoidal intensity distribution. In one dimension the convolution of a sinus with an rect leads to

\[
C = \frac{\sin(\pi \delta l/p)}{\pi \delta l/p}
\]

(6)

and with Eq. (5) to

\[
\delta \varphi = \frac{\pi \delta l}{Q \sin(\pi \delta l/p)}.
\]

(7)

Concerning the period \( p \), the phase uncertainty gets minimal when the sinus is 1, i.e. \( p = 2\delta l \). With Eq. (3) we get

\[
\delta \varphi = \frac{2\pi \lambda d}{Q \delta x}.
\]

(8)

Now we can merge Eqs. (4) and (8) to

\[
\delta \varphi = 2d \tan \delta \alpha = \frac{2\pi \lambda d}{Q \delta x}
\]

(9)

and finally achieve the expected uncertainty relation that couples the uncertainty of the slope measurement with the laterally resolvable distance:

\[
\tan \delta \alpha \cdot \delta x = \frac{\pi \lambda}{Q}.
\]

(10)

The relation tells us that an angular measurement at a surface element will be less accurate if the size of that surface element becomes smaller. With our laboratory setup we have a lateral resolution of \( \delta x \approx 120 \mu m \) and use a white light source with \( \bar{\lambda} \approx 0.5 \mu m \). With \( Q \approx 250 \) for the used 10 bit camera the theoretical \( \delta \alpha \) calculates to 11 arcsec. To verify this value we measured the angular repeatability. The resulting error is approx. 12 arcsec. The experimental results show that the sensor is optimized close to the theoretical limits.

### 3. CALIBRATION

To calculate the local surface slope from the measured phase it is necessary to calibrate the sensor in five degrees of freedom: the position in three dimensional space and the local slope in two azimuths. The straightforward calibration procedure to measure various slopes for all possible points in the measuring volume would be very time consuming and difficult. Therefore we calibrate the system by modeling the whole sensor in the computer. The calibration is split into three separate steps: calibration of the projection (1), calibration of the camera (2) and geometric calibration of the entire system (3) (see Fig. 4). The three steps are independent and thus can be improved separately.

#### 3.1. Projector Calibration

As mentioned before, we project horizontal and vertical fringes onto the screen. We can determine the phase \( \varphi_1 \) for the vertical and \( \varphi_2 \) for the horizontal fringes. Thus each point \( q \) on the screen is determined by a unique pair of phases. We define a screen coordinate system \( X_s \) with the \( x_sy_s \) plane parallel to the screen (Fig. 4). Now we are looking for a two dimensional function

\[
f: \left( \begin{array}{c} \varphi_1 \\ \varphi_2 \end{array} \right) \rightarrow \left( \begin{array}{c} x_s \\ y_s \end{array} \right),
\]

(11)

which provides the correct metric position of the measured point. To find such a function we are using an aluminum plate with \( n \) precise holes at known positions. This plate is fixed tightly to the screen and the phase is measured in the middle of the holes. For each hole we get the phases \( \varphi_1 \) and \( \varphi_2 \) and the position \( x_s \) of the function \( f \) is approximated by two polynomials of degree \( k \) using a Gaussian least-squares fit.\(^{15} \)
The calibration of the PMD sensor is divided in three steps. The geometric calibration brings together the camera and the screen coordinate system in one common coordinate system.

### 3.2. Camera Calibration

There are well known photogrammetric methods for the calibration of cameras. The self-calibrating method used here is based on an extended pinhole camera model by Fraser et al.\(^\text{16}\) Again, we introduce a new coordinate system \(X_c\) aligned to the camera (Fig. 4). The origin \(o\) of the coordinate system is located in the projective center of the camera (Fig. 5).

An ideal pinhole camera would image all points placed on a straight line \(r = o + t \cdot v\) at the point \(j\). A real camera lens is not perfect and will image the points not at \(j\) but at a pixel \(p\). Now we are looking for a correction function

\[
g : \begin{pmatrix} p_x \\ p_y \end{pmatrix} \mapsto \begin{pmatrix} j_x \\ j_y \end{pmatrix}
\]

(12)
to calculate the ideal point \(j\) and thus the corresponding vector \(v\) for every pixel \(p\). See Ref. 16 for the description of the complete correction function and the distortion parameters (ten parameters modeling decentering, radial and non-orthogonality distortion). The camera parameters can be estimated by bundle adjustment methods specified in Ref. 17 using the program ‘Australis’.\(^\text{18}\) After camera calibration, for each pixel, the ray of vision \(v\) is defined in the camera coordinate system.

### Figure 4

The extended pinhole camera model. An ideal pinhole camera would image all points in line with \(v\) at the point \(j\).
3.3. Geometric Calibration

The camera and the screen are now calibrated in different coordinate systems. Thus the third step is to transfer the coordinate systems into a common ‘world’ coordinate system $X_w$. For this purpose we first have to find the transformation matrix $M_{wc}$ from camera to world coordinates ($x_c = M_{wc} x_w$). We define the world coordinate system with a set of precise marks on the surface of a flat mirror, knowing the position (in world coordinates) of each mark $s_{iw}$. We can find the corresponding pixel $p_c^i$ in the acquired image and calculate the vector $v_c^i$, in camera coordinates (Fig. 6 left). With this data we can perform a camera resection, i.e. find a Matrix $M_{cw}$ that transforms the points $s_{iw}$ to $s_{ic}$ located on the rays $v_{ic}$. Of course the points are not exactly located on the rays but at a distance $d_i$. The resection calculates the matrix in such a way that the distances get minimal. Let $\|v\| = 1$, then the sum to be minimized can be calculated according to

$$\sum_{i=1}^{n} \|d^i\|^2 = \sum_{i=1}^{n} \|v_{ic}^i \times s_{ic}^i\|^2.$$

(13)

This yields the matrix $M_{cw} = M_{wc}^{-1}$. Thus the vector $v_{cw}$ is known in world coordinates. The resection can either be performed with Australis or by various numerical methods, e.g. Newton’s Method.\(^\textsuperscript{15}\)

![Figure 6. The geometric calibration is performed in two steps. First the position of the camera is estimated by camera resection (left). Then the position of the screen can be calculated with beams that are reflected between the marks (right).](image)

After camera resection, the screen resection can be performed as sketched on the right of Fig. 6. As the projector is calibrated, we know the position $q_c^i$ on the screen for any vector $v_{ic}^i$, which is reflected between the marks on the screen. Using the same resection method again we get $M_{sc}$. This is the transformation from the camera coordinate system to the screen coordinate system. The desired matrix $M_{ws}$ finally can be calculated according to

$$M_{ws}^* = M_{wc} \cdot M_{sc}^{-1}. \quad (14)$$

As the camera observes the screen via the mirror, the resulting transformation matrix does not correspond to the position of the screen but to the position of a mirrored virtual screen. We can easily calculate the correct matrix $M_{ws}$ by changing the signs of the z-components in $M_{ws}^*$.

4. ABSOLUTE MEASUREMENT

After calibration, for each pixel $p$ its ray of vision $v$ and the observed point $q$ are known in global coordinates. However, this information is not sufficient to calculate the surface normal. The situation is depicted in Fig. 7. The point of reflection on the surface $s$ can be located anywhere on the ray of vision. The calculated normal varies depending on the assumed position. To get the real position and normal, some additional information is necessary: either the direction $w$ of the incident light or the height $z$ of the surface. Then the normal can be calculated according to

$$n = -\frac{w + v}{\|w + v\|}, \quad (15)$$

with $w = s - q$ when the surface point $s$ is known.
It can be shown that the calculated normal only slightly varies with the height $z$. For some applications it would be enough to know the approximate height distribution of the object, e.g. from CAD data. On continuously differentiable surfaces one known surface point is enough to solve the ambiguity. Starting from this point with the correct normal, the height and normals of all other surface points can be calculated by numerical integration. Nevertheless it is not easy to get even one single point on a specular surface.

Seßner proposed two methods to get the incident light vector $w$. One method is a telecentric setup of the sensor. A lens is used to image the screen at infinity. Thus every point $q$ defines only one direction $w$. The limiting factor of this method is the size of the required lens and thus the dynamic range of the sensor. The other method makes use of two measurements for different screen positions and thus gets an additional point in space. This method was developed independently by Petz et al. However, shifting the screen mechanically is a laborious task and takes extra time during the measurement.

4.1. Stereo Deflectometry

We introduce another solution, that we consider to be new, based on the application of a second camera. The setup is depicted in Fig. 8. Both cameras are calibrated, thus we know the positions $c_i$ and the directions $v_i$ for the pixels $p_i$, imaging the point $s$ on the surface.

How can we solve the ambiguity explained in the last section? In active stereo (for diffusely reflecting objects) a pattern is projected directly onto the surface. The height of a point can be triangulated by searching points with the same phase in both cameras. On specular surfaces we have to look for another correspondence, as
Figure 9. We find the surface points by testing several assumptions \( s' \). For a wrong assumption the normals calculated from the measured points \( q_1 \) and \( q_2 \) differ for the two cameras.

the observed point \( q \) is not the same for the two cameras (Fig. 8). A parameter that should of course be identical for both cameras is the normal \( n \) on the point \( s \).

Our strategy is to test several assumptions for the point \( s \), which all are located on the ray \( v_1 \) of the first camera. Figure 9 illustrates the situation for a wrong point \( s' \) and a flat mirror. Compared to Fig. 8 with the correct point \( s \), the following has changed for the second camera:
The point \( s' \) would be imaged at \( p_{i2} \) instead of \( p_{02} \). We can find this point using the camera calibration parameters. This point \( p_{i2} \) on the camera chip images the point \( t' \) on the mirror and thus \( q_{i2} \) instead of \( q_{02} \) on the screen. The wrong assumption shifts the pixel and the point on the screen. For the first camera nothing changes because the wrong point is located on the same ray as the correct point.

The normals are calculated from \( v_1, s' \) and \( q_1 \) for the first and from \( v'_2, s' \) and \( q'_{i2} \) for the second camera. The calculated normals \( n_1 \) and \( n_2 \) slightly differ for the two cameras (compare the angles \( \alpha \) and \( \beta \) in Fig. 9 and in Fig. 8). So we can search for a point \( s' \) that yields equal normals for both cameras.

Does this stereo method work on all surfaces? If we have a convex surface, the point \( t' \) is located higher and the point \( q_{i2} \) is located more to the left. Then the angle \( \beta \) is bigger and the difference between the normals is smaller or even could be zero. We have not yet dealt analytically with this problem, but it seems very unlikely that a surface leads to a difference of zero for all assumptions – especially in three dimensions. We simulated several spheric surfaces, using the sensor parameters of our laboratory setup described in Sect. 5. Figure 10 displays the angle \( \gamma \) between the two calculated normals depending on the height of the assumption.

The angle between the normals should get zero for the correct height \( z \). To find the surface point \( s \), we can use the points next to the assumption with the lowest \( \gamma \) and fit a straight line. The zero of this line then estimates the height of \( s \). None of the simulated spheres yields an angle \( \gamma \) equal to zero for all assumptions. Nevertheless the gradient \( \frac{\gamma}{dx} \) is lower and thus the error of the estimated height is larger for a curvature of approx. -2.5 \( 1/m \).

On the left of Fig. 13 the height distribution of a measured sphere is depicted.

In practice we do not test assumptions that are all located on the same ray of the first camera, but test assumptions located on equidistant raster points in the measuring volume. This yields better images without perspective distortions.

5. RESULTS

At present, with stereo deflectometry we can measure the height of specular surfaces with an absolute uncertainty of about 200\( \mu \)m and noise of approx. 40\( \mu \)m. We will try to decrease the absolute error by some improvements of
The calibration. Furthermore, we will investigate the theoretical limits of the method concerning the accuracy and the ambiguity on special surfaces. In this context, the analytic investigations of Savarese et al. are promising.\textsuperscript{23} Compared to other methods for solving the height ambiguity, we do not have to shift the screen and do not need a telecentric lens. The method is fast and scalable from small objects like lenses to large objects like painted car bodies.

A main field of application is the measurement of progressive eyeglass lenses. The screen in our setup has a size of approx. 600×500 mm\textsuperscript{2}, the distance from the object to the screen is approx. 250 mm and our measuring field has a diameter of approx. 100 mm. We use two digital cameras with a resolution of 1000×1000 pixels, which yields a lateral resolution of approx. 100 \( \mu \)m. Figure 11 shows the fringes on a progressive eyeglass lens. The local phase offset of the fringes depends on the local slope. A higher curvature of the surface means a faster change of the slope and thus a higher spatial frequency of the fringes. At present, we are taking 20 images for a complete measurement. The resulting acquisition time for one measurement is about 10 seconds.

The main interest is the knowledge of the surface power \( S = (n - 1) \cdot 1/R \) at every point of the surface. \( n \) is the refractive index of the material (usually set to 1.525). The methods used for calculating the curvature \( 1/R \) from discrete slope data are explained in Ref. 24. On free-form surfaces however, one has to consider the two principal curvatures \( \kappa_1 \) and \( \kappa_2 \) and their direction. Of special interest for the optical properties of eyeglass lenses are the local mean surface power \( \overline{S} = (n - 1) \cdot (\kappa_1 + \kappa_2)/2 \) and the local astigmatism of the surface \( \Delta S = (n - 1) \cdot (\kappa_1 - \kappa_2) \).

The measurement of the lens depicted in Fig. 11 leads to the maps of Fig. 12. The local curvature was

Figure 10. Simulation of the stereo method for spheric surfaces with various curvatures (denoted in \( 1/m \)). The correct height is at the \( z \)-value for which the angle is zero.

Figure 11. Distorted fringes on a progressive eyeglass lens. The distance portion and the near portion are marked with D and N.
Figure 12. Curvature maps of a progressive eyeglass lens. Left: The local mean surface power $\overline{S}$ is approx. 2 dpt in the distance portion and approx. 3 dpt in the near portion. Right: The local surface astigmatism $\Delta S$ is very low in the large distance portion on the top and in the smaller near portion on the bottom. Calculated using areas of only $3 \times 3 \text{mm}^2$. The resulting peak-to-peak waviness is lower than 0.01 dpt. This fulfills the requirements from the manufacturers and is close to the physical limit deduced in Sect. 2.1. A curvature variation of 0.01 dpt on a distance of 3 mm is equivalent to a dent with a depth of only 20 nm.

To test the absolute calibration of the sensor, we measured a precise spherical lens at two positions shifted by 5 mm. Figure 13 displays the cross sections through the resulting height and mean surface power map. The nominal surface power of the sphere is 6.562 dpt. In the middle of the measuring field the absolute error is below 0.01 dpt. The standard deviation of the calculated surface power is 0.003 dpt.

Figure 13. Measurement of a precise spherical lens. Left: The lens was measured in two positions. Right: The measured curvature is very close to the nominal value for both positions, thus confirming that our calibration is reliable.
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