Drug Prescription Behavior and Decision Support Systems

ABSTRACT

Adverse drug events plague the outcomes of health care services. In this research, we propose a clinical learning model that incorporates the use of a decision support system (DSS) in drug prescriptions to improve physicians’ decisions about the initial drug selection and administration. The model allows for both the analytical investigation of the effects of different DSS features on clinical learning and the estimation of the physician learning behavior given a panel data set. The analytical results suggest that using a DSS to improve physicians’ prescribing decisions would positively influence their clinical learning. Conversely, without improvements in successful drug selection, the use of a DSS would negatively affect clinical learning. The empirical results provide further evidence on the factors that drive physicians’ responses to information sources and the extent to which they rely on clinical experience in prescribing drugs.
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1. INTRODUCTION

Researchers estimate that adverse drug events (ADEs) cause between 700,000 and 1.5 million injuries annually (Carter and Helling 1992; Leach et al. 1981; Landro 2009; Willett et al. 1989). A prominent study suggests that 28 percent of the ADEs, most of which are due to prescription errors (Kaushal and Bates 2001; Kohn et al. 2000; Leape et al. 1995), are preventable (Bates et al. 1995). Mirco et al. (2005) find that the most common prescription errors are deficiencies related to choosing the right drug, dosage, frequency, route of administration (i.e., pills, gels, liquids), drug interactions, and length of therapy.

The sheer number of prescription errors has its roots in the challenges that physicians face in keeping abreast of developments in pharmacology. As powerful new drugs and clinical information become available, the need for accurate prescription decisions grows proportionately. Thus, deficiencies in keeping up with new developments in pharmacology unavoidably lead to suboptimal prescribing decisions, even though the choice and administration of drugs make up some of the most important clinical decisions in medical practice (Soumerai et al. 1989).

Continuous physician learning is arguably the most effective solution to reducing prescription errors. Physician learning involves effectively integrating the clinical experiences with the most recently acquired information and then modifying the prescription behavior accordingly. Physicians regularly update their beliefs and thus learn about the efficacy of drugs from their own clinical experiences (Coscelli and Shum 2004). Improving prescribing decisions through continuous learning would not only minimize preventable ADEs and provide better treatments for the patients, but also improve patient satisfaction (Crawford and Shum 2005;
reduce insurance risks, and lead to superior quality and audit ratings for the physicians (Lin et al. 2009).

When integrated with clinical, practice guidelines and workflows, decision support systems (DSSs) and computerized physician order entry (CPOE) can help physicians with their clinical learning and thus enhance their prescription decisions. CPOE refers to computerized systems that automate the medication ordering process. Basic CPOE features include verification of typed orders in a standard and complete format, and CPOE systems typically have or interface with DSSs of varying sophistication, although some DSSs are implemented without a CPOE (Kaushal and Bates 2001). In general, CPOE and DSSs support two types of decisions: drug selection and drug administration. Drug selection refers to the initial decision of matching a patient with an appropriate drug from a set of alternatives. Computerized decision support on drug selection is provided through drug recommendations, drug–allergy checks, drug–laboratory value checks, and drug–drug interaction checks. Drug administration refers to how the selected drug should be administered in terms of dosage, frequency, route, and length of therapy, and such decisions are supported with appropriate recommendations by the software. The drug selection feature of CPOE has been shown to reduce the rate of non-intercepted, serious prescription errors by more than half (Bates et al. 1998; Bates et al. 1999). The use of DSSs has also been shown to reduce the errors associated with drug administration (i.e., decisions regarding medication dosage, frequency, and route). Table 1 summarizes the literature on the effect of DSS use on prescribing decisions and outcomes.

[Insert Table 1 here.]
Because DSSs do not replace physician judgment\textsuperscript{1}, the sustainable positive results can be achieved only through improved physician learning supported with DSSs. Bochicchio et al. (2006) also argue that the main benefit of computerized decision support is simply improved pharmacological knowledge. Physicians assume full responsibility of their prescribing decisions with or without using a DSS, and therefore the most successful DSSs are those that best facilitate physician learning.

Our objective in this paper is to understand the interaction between physician learning and the use of a DSS and the corresponding impact on prescription decisions. We also aim to understand which type of decision support is more critical for physician learning. To this end, we develop a model of physician prescription behavior supported by two types of DSS features. One category of DSS features supports the decisions regarding when to prescribe a focal (drug selection), and the other category supports the drug administration decisions for the focal drug. Using the DSS features can potentially reduce the variances and uncertainties behind drug selection and administration decisions and influence physicians’ learning, with the objective that prescription behaviors are in line with the clinical guidelines established for the focal drug. The proposed framework provides both an analytical model to investigate the effects of these two DSS capabilities and an empirical model to estimate the physician prescription behavior given a panel data set (for other similar empirical models, see Akçura et al. 2004; Coscelli and Shum 2004; Erdem and Keane 1996; Kohn et al. 2000). The model accounts for the following two factors: (1) physicians may be subject to different patient profiles and experiences, and (2) they may arrive at different clinical conclusions, even after observing the same evidence, because of their prior clinical experiences (Kohn et al. 2000).

\textsuperscript{1} For example, Burke and Pestotnik (1999) find that physicians prescribe the computer-suggested antibiotics only approximately 46 percent of the time.
Using the proposed model, we ask the following research questions: How are the two types of DSS features related to physicians’ clinical learning about a focal drug? What are the salient physician characteristics that affect clinical learning? What are some of the important physician-level factors that facilitate the adoption of DSSs? We use a hierarchical Bayesian estimation technique that captures the individual, physician-level uncertainties and learning behavior. Thus, the proposed model can be used to analyze, compare, and contrast different physician responses to the use of computerized decision support in the prescription process. Previous research in information systems has shown the importance of combining individual-level learning behavior and user environment (Ives et al. 1980). A contribution of this study is that it combines physician learning and the use of information technology in modeling physician behavior. The analytic modeling approach combined with the empirical analysis of clinical learning behavior provides a powerful framework for capturing the impact of DSS on physician learning.

The analytical results emphasize the importance of computerized support for drug selection decisions and highlight both the benefits and the risks associated with designing and implementing DSSs. When DSSs lead to superior drug selection decisions, patient-level observations are better integrated into the prescription behavior, which improves physician learning. An implication of this result is that proper design and use of DSS may help in enforcing compliance with treatment protocols and reducing prescription errors. Thus, the model provides an explanation on when and how the use of a DSS would allow us to observe physician decisions similar to those of an expert panel (Shortell et al. 1998). We also find that, without improvements in the accuracy of drug selection decisions, the use of a DSS negatively influences physicians’ clinical learning because they attribute less importance to the information they gather.
from patients than to their established expectations of the drug. Consequently, improper design and implementation may lead to negative outcomes (Coscelli 2000; Leape et al. 1995).

The empirical results provide further evidence on the role of the information acquired through clinical experience. We find that physicians differ substantially with regard to their responses toward the information sources and clinical experiences. Physician specialty and location have significant effects on the overall physician responses to new information about a focal drug. General practice physicians (i.e., generalists) and physicians located in high-income areas rely more on their clinical experiences than specialists and physicians located in low-income areas, respectively. Accordingly, our analysis suggests that computerized decision support for drug selection benefits specialists and physicians located in low-income areas relatively more. These results provide further evidence on the importance of specialty and location on the success of DSS use.

We organize the rest of the paper as follows: We first present an analytical model that captures the physician prescription and learning behavior in Section 2. Then, we describe our data and empirical methods in Section 3. The empirical results on salient physician characteristics and how they are related to DSS usage are then presented in Section 4. The paper concludes with a summary and discussion in Section 5.

2. MODEL

We begin with a basic model that formulates physicians’ prescription of a focal drug in the absence of DSS and clinical learning. We extend the model first with two DSS features and then with a mechanism for clinical learning about the focal drug. Finally, we present the analytical results on how the two DSS features facilitate physician learning.
2.1 Basic Model

Consider, for example, patients who suffer from existing conditions that require ongoing treatments. Bipolar disorders or cardiovascular diseases are examples of such conditions. Physicians consider prescribing a focal drug in treating their patients given the existing condition. Physicians also prescribe the focal drug according to their preferences, past habits, and external information sources about the drug (Soumerai 1989). Physicians differ depending on the profile of their patients, their prescription habits, and their responses to the external information they receive about the drugs. Physician uncertainties may arise in prescribing the focal drug to the right set of patients with the correct dosage, frequency, route, and length of therapy.

Physicians face uncertainty in deciding whether the focal drug is the most appropriate one for a specific patient. In making this decision, each physician considers the characteristics of the drug, including its side effects in view of a patient’s general health and lifestyle. For example, certain drugs that reduce cholesterol levels should not be prescribed to patients with pre-existing health conditions. A similar concern exists for patients who suffer from bipolar disorders because they often have a multitude of medical problems and therefore need to take additional drugs that may interact with the drugs used to treat bipolar disorder. For example, children with bipolar disorders have a high risk of developing attention deficit hyperactivity disorder (ADHD), and the stimulants used to treat ADHD can complicate the bipolar treatment. (http://www.healthcentral.com/bipolar/therapy-000066_6-145.html). Moreover, some patients may be allergic to certain drugs, some others may experience side effects due to their lifestyles, or the focal drug may not perform as expected, leading to unforeseen reactions. Chan and Hamilton (1996) show that even the least effective drug may still have a significant market share
because of the heterogeneity in the effectiveness of drugs and their side effects on patients. Thus, physicians consider selecting the focal drug with varying degrees of confidence. Let the random term $\omega_i^t$ represent the overall drug selection uncertainty for physician $i$ at time $t$. We view this uncertainty as physician specific according to physician activity learning theory (Engeström 2001). This theory posits that the most appropriate unit of analysis is the subject (in our case, a physician) who learns how to carry out a meaningful activity (i.e., prescribing the focal drug given the existing condition) in a system of activities (i.e., through many interactions with the patients) (Jonassen and Murphy 1999). The idiosyncrasies in physicians’ patient profiles contribute to the differences in physician-specific characteristics, which in turn generate physician-specific uncertainties when selecting the drug.

Let $Q^i_t$ represent physician $i$’s preference for the focal drug given the existing condition among the patients, where higher values of $Q^i_t$ represent a more positive preference for the focal drug. The number of prescriptions written in period $t$ is a function of physician $i$’s preference for the focal drug $Q^i_t$ and the overall drug selection uncertainty $\omega_i^t$. Assume that during period $t$, physician $i$ handles $n^i_t$ new patients. Let $Y^i_t$ denote the total number of new prescriptions in period $t$ and follow a Poisson distribution. The probability of observing $y^i_t$ prescriptions equals the following:

$$p(Y^i_t = y^i_t) = \frac{\mu Y^i_t e^{-\mu}}{y^i_t!},$$

(1)
where the mean of the distribution $\mu_i$ is proportional to $^2$

$$n_a \exp(Q_{it} + \omega_a).$$

(2)

External information sources help physicians establish a preference for the focal drug (Soumerai et al. 1989; van den Bulte and Lilien 2001). We consider three external information sources available to physicians (Mizik and Jacobson 2004). First, face-to-face discussions and training materials on the focal drug are a significant source of information for physicians. Using the industry terminology, we call these activities detailing. Second, drug samples provide a trial opportunity for physicians and act as an additional information source that may influence a doctor’s preference. We call the clinical use of drug samples sampling. Finally, conferences, publications, advertisements, and other announcements represent the third external information source. Because this information source usually pertains to alternative drugs and treatments other than the focal drug, we refer to this as competitive activities. Given the existing medical conditions of the patients, physician $i$’s preference for the focal drug $Q_{it}$ is modeled as the following:

$$Q_{it} = \beta_{d} Q_{i, t-1} + \beta_{d} \text{ detailing}_{it} + \beta_{s} \text{ sampling}_{it} + \beta_{c} \text{ comp}_{it} + \omega_a,$$

(2)

where detailing$_{it}$, sampling$_{it}$, and comp$_{it}$ are the detailing, sampling, and competitive activities that physician $i$ experiences about the focal drug during period $t$ and $\beta_{d}, \beta_{s},$ and $\beta_{c}$ are the corresponding response coefficients associated with these activities. According to Equation (2),

\footnote{Note that a change in $Q_{it}$ alters the probability of prescribing the focal drug ($\mu_i / n_a$) and accounts for $n_a$. The term $Q_{it}$ takes a high value if the drug works all the time for all patients in the therapeutic category. In contrast, a low value of $Q_{it}$ reduces physicians’ probability of prescribing the focal drug.}
positive response coefficients for sampling, detailing, and competitive activities reinforce a physician’s preference for the focal drug.

The physician preference \( Q_i \) is a function of past preference \( Q_{i,t-1} \) carried over to the next period subject to a coefficient \( G_i \), which is a physician-specific decay coefficient that captures the impact of a physician’s habits (past beliefs and preferences) on the current preference for the focal drug. According to prior research, physician behavior is driven to a large extent by past beliefs (Coscelli 2000; Davis et al. 1995; Duberstein 2007; Fiscella et al. 2000). Fiscella et al. (2000) argue that risk-averse physicians are more likely to discount their prior beliefs and seek additional information. Davis et al. (1995) suggest that experienced physicians are more likely to believe that they already operate at or near optimum levels (which they term “ceiling effects”). That is, what physicians already know plays a major role in shaping their future behavior. Because physicians also exhibit differences in their cognitive flexibility to assimilate new information, they differ in terms of how long they preserve their old habits in light of new information. In our model, a physician with a high carryover coefficient \( G_i \) (closer to one) tends to repeat previous prescription choices frequently. In general, physicians with a high \( G_i / \beta_i \) ratio are more likely to exhibit “ceiling effects.” A high \( G_i \) suggests that physician \( i \) relies heavily on past habits, and a low \( \beta_i \) represents a low response to new information.

The term \( v_{it} \) in Equation (2) represents the drug administration uncertainty, which is physician \( i \)’s uncertainty about how to administer the focal drug after deciding to prescribe it to the patients in period \( t \). The effectiveness of the focal drug is closely related to its correct use, which requires identifying the correct dosage, frequency, route, and length of therapy. For example, statin drugs are frequently used to treat cardiovascular problems. They come in various
dosages from as low as 5 milligrams to 80 milligrams with various usage frequencies. Wrong dosage and frequency decisions present significant health risks. For example, a wrong drug dosage when treating bipolar disorders leads to significant complications and side effects, such as thyroid problems, stomach pain, drowsiness, and memory and concentration difficulties that may even lead to suicide and loss of life. Similar to the drug selection uncertainty $\omega_{it}$, the drug administration uncertainty $\nu_{it}$ is also physician specific.

2.2 Impact of DSS

As discussed previously, the use of DSSs can improve drug selection and administration decisions. Recall that physicians face various degrees of uncertainties when selecting ($\omega_{it}$) and administering ($\nu_{it}$) the focal drug. The effectiveness of decision support for drug selection and administration varies depending on the sophistication of the DSS features.

The effectiveness of the DSS in reducing the drug selection uncertainty is captured by $\gamma$, where $0 < \gamma < 1$. Let the drug selection uncertainty $\omega_{it}$ follow a normal distribution with mean zero and variance $\gamma W_i$, where $W_i > 0$. Physicians rely on their own professional knowledge in the absence of a DSS. This is the case in which $\gamma$ equals one and the uncertainty is captured by the physician-specific variance $W_i$. Conversely, a low $\gamma$ value indicates that the DSS is effective in identifying the most appropriate drug and recognizing important and relevant side effects given the patient profile. This is equivalent to using an advanced DSS that makes appropriate drug recommendations as well as executes all the necessary checks, such as drug allergies and drug–drug interactions.

---

3 See, for example, www.mayoclinic.com/health/statins/CL00010.
The effectiveness of the DSS in reducing the drug administration uncertainty is captured by $\delta$. Similar to the preceding discussion, we let the dosage uncertainty $\nu_i$, follow a normal distribution with $N(0, \delta \nu_i)$ where, $0 < \delta < 1$ and $\nu_i > 0$. As $\delta$ decreases toward zero, the DSS gets better at identifying and minimizing errors related with the administration of the focal drug. An intermediate $\delta$ value can be viewed as using a DSS that is effective in recommending the appropriate drug dosage and frequency, but perhaps not so effective in suggesting the route and length of therapy when treating the existing condition with the focal drug. A DSS with a low $\delta$ value would make appropriate recommendations in all aspects of drug administration.

Note that consistent with Dreiseitl and Binder’s (2005) evidence, a physician with a high degree of uncertainty $(V_h, W_h)$ in our setting benefits more from the use of a DSS than a physician with a low degree of uncertainty $(V_i, W_i)$, given $(1 - \delta)(V_h - V_i) > 0$ and $(1 - \gamma)(W_h - W_i) > 0$. Drug selection and drug administration uncertainties vary at the physician level to allow each physician to benefit differently from computerized decision support on drug selection and drug administration (Pearson et al. 2009).

2.3 Clinical Learning about the Focal Drug

So far, the process has captured prescription behavior independent of the clinical learning about the focal drug that occurs through the observation of the clinical outcomes. In the basic model presented in Equation (2), the physicians use the external information sources but not the information obtained through the clinical experience. In reality, each physician likely develops an intrinsic preference about a drug based on the clinical experience with the patients. Physicians observe their patients while searching for the right drugs and dosages to improve treatment outcomes and eliminate potential problems (Shortell et al. 1998). For example, if a physician
discovers that the focal drug being used for the treatment of the existing condition is leading to certain adverse side effects among the patients, the physician will likely revise his or her preference for the drug for future reference. Alternatively, a repeated positive experience with a focal drug may lead a physician to prescribe the drug even more frequently. In what follows, we propose a mechanism that captures the role of a DSS as well as other salient factors on physician-level learning. In the model, physicians vary in terms of the benefit they derive from computerized decision support, data analysis, and interpretation (Barnes 1998; Dreiseitl and Binder 2005).

Physicians incorporate their clinical experiences into their prescription preferences using a Bayesian updating rule. The use of Bayesian updating has been advocated in modeling physician learning (Lindgaard et al. 2009). Physicians start each period with a prior preference for the focal drug. Using the clinical experience in a given period, each physician updates the prior preference to form a posterior preference, a process that is repeated every period. Let physician $i$’s prior preference at time $t$ be denoted by $Q_{i,t|t-1}$. The index $t|t-1$ indicates that the updating process involves the clinical information gathered until the end of period $t-1$ but excludes the clinical information obtained in period $t$. Here, $Q_{i,t|t-1}$ is a function of physician $i$’s posterior preferences at the end of period $t-1$ ($Q_{i,t-1|t-1}$).

Consider the end of period $t-1$ when the physicians incorporate all the information and establish the posterior preference $Q_{i,t-1|t-1}$. Let $Q_{i,t-1|t-1}$ follow a normal distribution with $N(M_{i,t-1|t-1}, R_{i,t-1|t-1})$. Then, the mean and variance of physician $i$’s prior preference at the start of period $t$, $Q_{i,t|t-1}$, are given by the following:
According to Equation (3), the mean of the prior preference $M_{i,t-1}$ depends on the mean of the posterior preference $M_{i,t-1}$, as well as information signals from the most recent information ($\text{detailing}_i$, $\text{sampling}_i$, and $\text{comp}_i$). The uncertainty associated with the prior preference is reflected in the expression for $R_{i,t-1}$ in Equation (4). Equations (3) and (4) together capture all the information a physician receives, with the exception of the impact of the most recent clinical experience and learning.

The term $Q_{i,t}$ denotes the posterior preference updated after the observation of the clinical experience by the physician during period $t$. Let $\phi_i$ represent the observed outcome at the end of this period. Then, the distribution of the posterior is given by $Q_{i,t} \sim N(M_{i,t}, R_{i,t})$, where

$$M_{i,t} = M_{i,t-1} + K_{i,t} (\phi_i - M_{i,t-1}),$$

$$R_{i,t} = R_{i,t-1} - K_{i,t} R_{i,t-1},$$

and $K_{i,t}$ is the clinical learning coefficient for physician $i$ during period $t$. The term $K_{i,t}$ captures the extent to which clinical observations are integrated with physician $i$’s preference for the focal drug in period $t$, and we define $K_{i,t}$ as follows:

$$K_{i,t} = \frac{R_{i,t-1}}{R_{i,t-1} + \gamma W_i}. $$
We obtain Equations (5), (6), and (7) using the Kalman filtering technique, which requires marginalizing a joint normal distribution. Kalman filtering is commonly employed in the individual (patient) learning literature (Akçura et al. 2004; Coscelli and Shum 2004; Erdem and Keane 1996). Equations (1) and (2) are jointly normal. Equations (5), (6) and (7) are derived by marginalizing the joint distribution given the prescription observation \( \phi_i \).

2.4 An Analysis of the Physician Clinical Learning

Equations (5), (6), and (7) jointly represent the clinical learning mechanism. First, we discuss how these equations represent the clinical learning behavior of physicians. Second, we investigate how the two types of DSS features interact with the clinical learning behavior.

The term \( (\phi_i - M_{i,t|t-1}) \) in Equation (5) represents the information discrepancy between the observed outcome \( \phi_i \) at the end of period \( t \) and the mean value of prior preference (see Equation 3) \( M_{i,t|t-1} \) at the start of period \( t \). The change in posterior mean \( M_{i,t|t} \) in Equation (5) depends on the sign of this discrepancy. For example, many failed therapies across the patient profile using the focal drug are equivalent to a negative \( (\phi_i - M_{i,t|t-1}) \), which gets incorporated into the future preference for the focal drug as part of the learning process. Such a clinical observation reduces the posterior mean \( M_{i,t|t} \) according to Equation (5).

Equation (6) shows that the posterior variance drops as new information is acquired. Over time, physicians gain clinical experience and reduce their uncertainties on the drug’s performance and its fit to their patients. Note that the posterior uncertainty \( (R_{i,t|t}) \) decreases in proportion to the prior uncertainty \( (R_{i,t|t-1}) \). Because of the dynamic nature of the process, the information obtained early on (under a relatively high level of uncertainty) affects physician
confidence more than the information obtained later (when the degree of uncertainty is relatively lower).

We also observe in Equations (5) and (6) that the extent to which a physician relies on new clinical experience in updating the preference is determined by the value of the learning coefficient $K_\alpha$. The learning coefficient represents the weight attached by physician $i$ to the information signals received through clinical experience when integrating the new information. The term $K_\alpha$ ranges from zero to one depending on the uncertainty levels ($R_{i,\alpha t-1}$ and $W_\gamma$), as specified by Equation (7). Note that $K_\alpha$ drops as physicians reduce their uncertainty with clinical experience (see Equation 7), limiting the role of new information in the updating process. The impact of the DSS features on clinical learning varies for each physician (Barnes 1998; Dreiseitl and Binder 2005) through the physician-specific $K_\alpha$.

Figure 2a illustrates the benchmark case for a given physician with no impact of clinical experience. The horizontal axis represents the period, and the vertical axis represents the focal drug prescriptions. The solid line represents the prescription level based on clinical guidelines, which incorporate the relevant compliances and agreed-on treatment protocols by the experts. Note that in Figure 2a the physician prescribes the focal drug at a strictly lower rate than what an expert panel would, as the dotted curve titled Physician Prescription Preference indicates. Because the physician does not learn from clinical observations, the physician prescriptions represented by the dotted curve continue to remain well below the prescriptions based on the clinical guidelines. The difference between the two is represented by the long dashed curve, which should trend lower if the physician were to benefit from the information gained through clinical experience.
In Figure 2b, we provide a similar graph that shows the trend of the prescriptions across time, but in this case with an active learning mechanism. Contrary to the case with no clinical learning, the difference between the actual preference and the prescription level based on clinical guidelines eventually disappears over time, and the long dashed curve approaches zero.

[Insert Figure 2 here.]

If a physician effectively uses new information for learning, the difference in Figure 1b is quickly minimized, and thereafter the physician prescriptions closely follow the prescriptions based on clinical guidelines. This is the case in which the $K_i$ coefficient in Equation (7) is high, suggesting a significant level of Bayesian updating through Equation (5) and, thus, the quick approach of the long dashed curve to zero in Figure 1b.

Recall that $K_i$ depends on the drug selection and administration uncertainties ($\delta V_i$ and $\gamma W_i$, see Equation 7) and that DSS use affects the clinical learning coefficient $K_i$ through $\delta$ and $\gamma$. We define the steady-state learning coefficient using Equation (7) as $K_i = \frac{\delta V_i'}{\delta V_i' + \gamma W_i'}$, where $V_i' = V_i / (1 - G_i^2)$. (Note that $R_{i,\text{st}} = R_{i,\text{st}-1} = R_i$ at the steady state. Using Equation 4, we obtain $R_i = \delta V_i / (1 - G_i^2)$. We derive this expression by replacing $R_{i,\text{st}-1}$ with $R_i$ in Equation 7.) The derivatives of $K_i$ with respect to $\delta$ and $\gamma$ are as follows:

$$\frac{dK_i}{d\delta} = \frac{\gamma V_i' W_i'}{(\delta V_i' + \gamma W_i')^2} > 0, \text{ and}$$

(8)

$$\frac{dK_i}{d\gamma} = -\frac{\delta V_i' W_i'}{(\delta V_i' + \gamma W_i')^2} < 0.$$

9
The steady-state clinical learning coefficient $K_i$ decreases with the DSS’s drug administration effectiveness (according to Equation 8) and increases with drug administration effectiveness (according to Equation 9). Considering that a high $K_i$ value represents a fast pace of learning, Equations (8) and (9) together suggest that a DSS can contribute to clinical learning only if it reduces the drug selection uncertainty (low $\gamma$). Otherwise, learning does not improve even if the DSS reduces the drug administration uncertainty (low $\delta$). We formalize this in the following proposition:

**Proposition 1. Using a DSS does not positively contribute to physician learning, even if it reduces the drug administration uncertainty, unless it also reduces the drug selection uncertainty.**

Proposition 1 provides new insights with implications on how and when to use DSSs for prescription purposes. Consider a physician who compares the initial preference for a focal drug with the observed prescription outcome associated with the use of the drug and identifies the discrepancy between the two. Such a mental exercise would enable the physician to decide how to modify future prescriptions depending on the weight he or she assigns to the clinical observation. When a physician experiences a high level of drug selection uncertainty, and the patient–drug match is in doubt (i.e., high $\gamma$), the clinical experience that takes place in period $t$ has a limited effect on the preference updating process. Note that $K_{ii}$ decreases with $\gamma$ (see Equation 9). Drug interactions and different patient lifestyles may prevent physicians from observing all the relevant information and, in turn, limit their ability to update their preferences for the focal drug (low $K_{ii}$). When the drug selection uncertainty is high, a physician will not be
able to accurately infer the success of his or her administration of the focal drug. Consequently, clinical learning and the level of change in future prescription behavior will be limited.

An implication of Proposition 1 is that seasoned physicians who prefer to operate according to their past habits do not constitute an appropriate target population in terms of DSS adoption. Experienced physicians may prefer to follow the suggestions of a DSS only after selecting the drug or may not pay any attention to the DSS at all (Dreiseitl and Binder 2005; Pearson et al. 2009). In such cases, given the DSS’s limited impact on the drug selection decision (i.e., \( \gamma \) is close to one), the overall impact of the DSS on physician learning will also be limited. The physicians may even view the DSS as a nuisance and hassle. Even if the DSS makes relevant recommendations on drug administration, the physicians are not likely to obtain any long-term benefit because of the limited learning.

A few other studies have also reported that the use of DSS may not improve prescription outcomes and may even be perceived as counter-productive by physicians. In the context of health care, Lindgaard et al. (2009, p. 526) examine the importance of the diagnosticity of information, which they and Wells and Lindsay (1980, p. 778) define as “how much impact a datum should have in revising one’s opinion on an issue without regard to what the prior odds are.” They show that when the diagnosticity of the new information provided by the DSS is low, physicians do not internalize the information and make biased decisions. In our context, low diagnosticity (and, thus, limited learning) occurs when the DSS fails to provide reliable information that boosts physicians’ confidence in the appropriateness of the focal drug for the patients. Lerch and Harter (2001) observe through experiments that it may be difficult to improve learning with a DSS under dynamic, real-time environments. Furthermore, they find that certain types of cognitive support can degrade decision makers’ performance in the presence
of time pressure. In a similar vein, Williams et al. (2007) examine the effect of DSS use on decision makers’ error patterns and decision quality. They find that the accidental effects (e.g., mechanical errors) introduced by a DSS may lead to lower-quality decisions and thus defeat the purpose of using the system. Coiera et al. (2006) find that some physicians may commit new types of error biases (e.g., automation) because of using a DSS, in which decision makers miss important information because the system does not prompt them. They may also commit errors of commission, in which they do what the decision aid tells them to do even when this contradicts their training and other available data (Chismar and Patton 2003). Thus, the evidence suggests that in some cases, DSS use may increase the number of decision errors or introduce new types of errors. According to Proposition 1, the best approach to prevent such negative, unintended outcomes is to ensure that the use of the DSS is associated with reduced drug selection uncertainty.

So far, we have considered the impact of DSS use on drug selection and administration decisions separately; we now analyze the impact of a simultaneous improvement in the two types of decisions due to the DSS. Consider an advanced DSS that reduces both drug selection and drug administration uncertainties, and let the capabilities of the DSS be represented by the parameters $\gamma_1$ and $\delta_1$. Let the capabilities of a less advanced DSS be represented with $\gamma$ and $\delta$, where $\gamma_1 < \gamma$ and $\delta_1 < \delta$. In addition, let $K_{ii}$ denote the learning coefficient for the more advanced DSS. For this system to improve clinical learning beyond what can be achieved with the less advanced DSS, we need $K_{ii} - K_i > 0$, or equivalently, $\frac{\delta_i V_i'}{\delta_i V_i' + \gamma_i W_i} - \frac{\delta V_i'}{\delta V_i' + \gamma W_i} > 0$. This condition holds if and only if $\left(\frac{\gamma - \gamma_1}{\gamma}\right)\left(\frac{\delta - \delta_1}{\delta}\right) > 1$, that is, when the improvement in the drug selection uncertainty is elastic with respect to the improvement in the drug administration
uncertainty. Thus, switching to the more advanced DSS is beneficial from a learning perspective only if it makes physicians more confident about their drug selection decisions. This leads to our next proposition.

**Proposition 2.** Consider a DSS (represented with parameters $\gamma_1$ and $\delta_1$) that reduces drug selection and drug administration uncertainties more than another (less advanced) DSS (represented with parameters $\gamma$ and $\delta$), where $\gamma_1 < \gamma$ and $\delta_1 < \delta$. The more advanced DSS facilitates the clinical learning more than the less advanced DSS if and only if the change in the physician’s drug selection uncertainty is elastic with respect to the change in drug administration uncertainty such that

$$\frac{\gamma - \gamma_1}{\gamma} \left( \frac{\delta - \delta_1}{\delta} \right) > 1.$$ 

Proposition 2 provides the condition which ensures that the improvements in decision support contribute to long-term improvements in physician behavior. In other words, this condition suggests that the reduction in the drug selection uncertainty due to the improvements in decision support should be more than the reduction in the drug administration uncertainty. Proposition 2 further emphasizes the notion that not all DSS improvements benefit physicians. DSS capabilities should ensure that physician confidence in the drug choice is reinforced (e.g., by improving the decision support on drug–drug interactions and other side effects). Without such an improvement, physician learning will not be facilitated even with more advanced DSS capabilities.

In line with Lindgaard et al.’s (2009) terminology, an implication of Propositions 2 is that improvements in DSS capabilities should aim to increase the diagnosticity of new information for the physicians. Better diagnosticity through improved DSS features requires reducing the drug selection uncertainty more than the drug administration uncertainty. Another implication is
that the identification of the right set of physicians and use occasions (which exhibit a high degree of initial drug selection uncertainty) is critical from an adoption perspective. For example, Mikulich et al. (2001) report that physicians who specialize in pediatric fever and low back pain do not prefer to use a DSS, whereas physicians who specialize in occupational exposure to blood or body fluid always use a DSS. This suggests that physicians benefit from computerized decision support relatively more when dealing with complex issues that involve a high degree of uncertainty on the initial treatment selection.

Figure 3 illustrates the discrepancy between the physicians’ prescriptions of the focal drug and the prescriptions based on clinical guidelines under various DSS scenarios. Recall that the DSS has no impact on physicians’ prescribing behavior when $\delta = 1$ and $\gamma = 1$. The long dashed curve in the figure represents the base case with no DSS. The dotted curve represents the case in which the DSS effectively supports the drug administration decisions only ($\delta < 1$ and $\gamma = 1$). Although the dotted curve trends toward zero, the trend is slower than that in the baseline case with no DSS (see the dotted curve versus the long dashed curve in Figure 3). Thus, the discrepancy between physician prescriptions and the prescriptions based on clinical guidelines is higher than it is in the base case. In other words, improving only drug administration decision support is not effective, because in this case, physicians discount their clinical observations relatively more.

Reducing the selection uncertainty ($\gamma < 1$) through computerized decision support enables physicians to better extract valuable information from their clinical observations and integrate it efficiently with their overall treatment preferences. In turn, this results in the relatively quick elimination of the discrepancy between actual physician behavior and best
practices. The discrepancy is minimized when the DSS effectively reduces both types of uncertainties (see the solid line in Figure 3).

[Insert Figure 3 here.]

3. DATA
A large pharmaceutical company (hereinafter referred to as the “focal firm”) in the United States provided the data set, which includes individual physician prescription records in a therapeutic category. The focal firm produces and markets one (focal) drug in the category; there are no generic alternatives. The annual combined sales of all the drugs in the category are $4.1 billion. The patients who require treatment in this category suffer from chronic diseases.

The data include the number of new prescriptions written by each physician in the sample during each month between 2001 and 2003. The data also include the number of details (visits by sales representatives) and the number of drug samples received by each physician per month. Furthermore, the data contain information on each physician’s specialty and location by zip code. General practice physicians, whom we also refer to as generalists, are distinguished from specialists who possess expertise in the therapeutic area. Our sample includes a nationwide representative sample of 1,000 physicians. The physicians in the sample wrote prescriptions each month and were detailed at least three times during the observation period. We augmented the data made available by the pharmaceutical firm with secondary data on per-capita income and urbanicity index of each zip code in which the physicians in our sample are located. Table 2 presents a summary of the descriptive statistics.

[Insert Table 2 here.]

The focal drug was launched in 1997. The chemical formulation behind the drug was first approved for the prevention of a condition and was later extended to the treatment of the
same condition two years after its introduction to the market. The focal drug is the fourth-most popular drug in the market with a 14 percent market share. The first-, second-, and third-most popular drugs had average market shares of 32 percent, 18 percent, and 15 percent, respectively, during the observation period. The combined sales volume of all the drugs in the category and the market shares were fairly stable during this period. Altogether, there were nine different drugs in the category. Although these drugs treat the same condition, each drug requires a different treatment plan with different side effects, speed of onset, and length of therapy.

3.1 Model Specification

We operationalize the variables for the external information sources in Equation (2) as follows: Detailing is represented by the variable detailing, which denotes the monthly detailing effort directed at physician i by the focal firm during period t. We use the natural logarithm of detailing to adjust for diminishing marginal returns (Boehm et al. 2001). The second variable sampling denotes the focal firm’s sampling activity directed at physician i during period t. Often, the drug representatives hand out samples to physicians during their sales visits. However, we also observe a few cases in our data in which sampling takes place in the absence of detailing activities. It is likely that some samples may have been delivered by mail or dropped off in the offices. Note that the correlation coefficient between detailing and sampling is 0.30. Because heavy sampling usually accompanies detailing, we normalize the number of samples by the details received by physician i in the same period. A natural logarithm transformation accounts for the diminishing marginal returns for the sampling effort. We expect the signs of both the detailing coefficient, $\beta_{1i}$, and the sampling coefficient, $\beta_{2i}$, to be positive (Gönül 2001). The final variable in Equation (2) is the competitive marketing activities that represent other treatments and drugs. Information obtained on competing treatments is likely to play a role in
influencing physicians’ preferences for the focal drug. In line with the work of Mizik and Jacobson (2004), we use the number of prescriptions for closely competing treatments as a proxy for their competitive detailing and sampling activities. To remove the effects of drug-specific fixed factors that account for the baseline demand, following Boulding and Staelin 1990, we take the first difference of the prescriptions of the main competing drugs and divide it by the total category prescription volume to construct the third variable $\text{comp}_{it}$. We expect the sign of the estimate for the corresponding coefficient to be negative.

We use the observable physician characteristics to explain the unobserved heterogeneity in $\beta_i$ and $G_i$ in Equation (2). Specifically, we have the following:

$$\beta_i = \Theta'Z_{1i} + \tau_i, \quad (10)$$

$$G_i = \Delta'Z_{2i} + \lambda_i, \quad (11)$$

where $\tau_i$ and $\lambda_i$ follow i.i.d. normal distributions with $N(0, T)$ and $N(0, A)$. We use three demographic variables to construct both $Z_{1i}$ and $Z_{2i}$ variable vectors: the physician’s specialty, per capita income, and urbanicity of the area in which a physician is located. We mean-center all the aforementioned demographic variables. Finally, note that equation (1) provides a real number, and the number of prescriptions requires an integer. We use a Poisson distribution with the mean given in Equation (1) to obtain the number of prescriptions. See the details in the Appendix on how Equation (1) determines the number of prescriptions written by physician $i$ during period $t$.

3.2 Model Estimation

We estimate the model using a hierarchical Bayesian technique that involves a Markov chain Monte Carlo (MCMC) simulation. The MCMC techniques are powerful in capturing unobserved heterogeneity at the individual level (Rossi and Allenby 2003). The essential
approach is to iteratively sample from the marginalized posterior distributions, given all the other parameters, until the estimates of the model parameters reach a steady state across successive samples. The samples obtained in this steady state provide a sample from the joint distribution of the parameters. We use the Metropolis algorithm to draw from the posterior densities when distributions do not represent conjugate pairs. We use the Gibbs sampler to obtain the draws for the rest of the parameters (Chertow et al. 2001). To demonstrate that the estimation procedure can indeed recover the true values of parameters, we estimate the model using simulated data. Overall, the simulation results reveal that the estimation procedure can successfully recover the true parameter values. The estimation procedure follows the established steps in the previous literature (see, e.g., the appendix in Allenby and Lenk 1994). (The exact details of the estimation are available on request.)

4. EMPIRICAL RESULTS

Table 3 presents the estimates. We observe that the mean response for the detailing parameter \( \beta_1 \) is positive and statistically significant and that all physicians in our sample have a positive response coefficient. This indicates that the physicians use the detailing by the pharmaceutical company as a significant source of information regarding the drug’s efficacy. As Table 3 shows, detailing efforts tend to have a stronger effect on specialists than on general practice physicians. This may be because specialists are more actively engaged in learning about new research findings than general practice physicians. The mean estimate for the sampling variable coefficient \( \beta_2 \) is positive and statistically significant. This reveals that sampling plays a significant role in helping physicians match patients with drugs (and thus helps them update their preferences). We also observe in Table 3 that the mean estimate for the competitive activities
(β3) is negative and statistically significant. As expected, this suggests that such competitive activities have a negative impact on physicians’ preferences for the focal drug. The mean estimate of the carryover coefficient $G_i$ is 0.64. Overall, individual physicians show a relatively dispersed pattern of persistence in their preferences, with 15 percent of them having carryover coefficient estimates less than 0.5. This suggests that while a majority of the physicians have fairly stable preferences toward the drug, some physicians adjust their preferences relatively more over time. An examination of the profiles of physicians with low estimates of $G_i$ reveals that specialists tend to have a significantly lower degree of carryover coefficients in their preferences than general practice physicians. This indicates that specialists are more active than general practice physicians in seeking information from various external sources, including drug representatives, in updating their preferences about the drug. Finally, we observe in Table 3 that physicians who practice in high-income areas have a significantly higher degree of carryover coefficient.

4.1 Clinical Learning

We now turn to the estimates of the clinical learning parameter $K_{it}$. Recall that this parameter represents the extent to which physician $i$ relies on new clinical experience to update the focal drug’s preference in period $t$ (see Equations 5–7). For each physician, we calculate the average value of the learning coefficient over all the periods (denoted by $K$). Across our sample of physicians, $K$ ranges from 0.47 to 0.74 with a mean value of 0.60. There exists considerable heterogeneity among physicians in the clinical experience-based learning rates, with some physicians relying more on new clinical experience in updating their drug efficacy preferences than others. This suggests that clinical experience provides varying learning opportunities to
physicians, possibly because of the differences in their patient profiles and the level of access to other information sources. The empirical results in Table 3 suggest that specialty and local income have significant effects on physicians’ information gathering and learning behavior, which we analyze next.

4.2 Clinical Learning with DSS

We now investigate the effect of DSS use on the physician learning behavior. Recall that the parameters $\gamma$ and $\delta$ are related to the DSS features that support drug selection and drug administration decisions, respectively. In Figure 4a, we fix the value of $\gamma$ at one and vary $\delta$ to illustrate how the average learning coefficient ($K$) varies between specialists and generalists and between physicians in high- and low-income areas. Our clinical learning model suggests that the role of clinical learning is limited when physicians have an established preference on the focal drug. Thus, improving decision support for the administration of the focal drug (lower $\delta$) strengthens physician preferences and, in turn, limits the contribution of clinical learning on the prescription behavior. As discussed previously and as Figure 4a shows, generalists and physicians in high-income areas tend to rely more on their clinical experience ($K$ values are higher). In Table 4a, we provide the percent changes on average learning coefficients for low and high values of $\delta$. The table shows that the negative effect on clinical learning behavior is less pronounced for generalists and physicians in high-income areas. Thus, this observation also implies that generalists and physicians in high-income areas may benefit more from DSS drug administration features.

[Insert Figure 4 here.]
Next, in Figure 4b, we fix the value of δ parameter at one, vary γ, and plot the changes in the average clinical learning coefficients for generalists and physicians in high-income areas and for specialists and physicians in low-income areas. Table 4b provides a comparison of the changes in K values. Note that the specialists and physicians in low-income areas are more sensitive to changes in both δ and γ. This suggests that a DSS with drug selection features is likely to support the learning of specialists and physicians in low-income areas relatively more.

5. DISCUSSION AND CONCLUSION

Previous information systems research in health care has examined the business value of information technology (Devaraj and Kohli 2000) and its adoption within the sector (Bhattacherjee and Hikmet 2007; Braa et al. 2004, Braa et al. 2007; Hikmet et al. 2008; Hu et al. 1999; Khoumbati et al. 2006; Menachemi et al. 2007; Miscione 2007; Reardon and Davidson 2007). We contribute to this literature by investigating when and how DSSs can improve physicians’ clinical learning and thus improve their prescription decisions in terms of choosing and administering the right drug.

The results have implications on how to increase the perceived usefulness of the technology and facilitate adoption (Chismar and Patton 2003; Ong and Wang 2004). Bates et al. (1999) indicate that physicians tend to be more pragmatic in their acceptance of the technology. The literature suggests that physicians value the usefulness of information technologies much more than their ease of use. Keil et al. (1995, p.89) note that “no amount of ease of use will compensate for low usefulness.” Usefulness is typically operationalized as increasing physicians’ productivity, improving the quality of care, and enhancing their effectiveness. Because
facilitating clinical learning is perhaps the most critical benefit of DSSs for physicians, we can argue that drug selection features are of paramount importance in the adoption of DSSs that are used in the prescription process.

Usefulness of DSSs is also critical from an educational perspective. Teich et al. (2000) question whether DSSs really help the medical education of physicians-in-training. They acknowledge that DSSs improve care in the hospital, but they also suggest that it is not known how physicians perform in other settings without computerized decision support after having been trained with it. One possibility is that physicians learn some facts less well because of their growing dependence on the computer to supply important pieces of information. Another possibility is that clinical learning is enhanced because guidelines and recommendations are frequently re-presented and reinforced at crucial moments. By focusing on the benefits of DSSs on clinical learning in this study, we tend to support the latter argument in that physicians should be able to carry over their improved skills to settings that lack a DSS.

Our learning model provides analytical justification for the existing empirical results in the literature that associate DSS adoption with reduced ADE rates. Differences in clinical use of DSSs have been documented empirically. For example, Grant et al. (2006) find that primary care physicians are associated with greater use of DSSs. The results of this study provide implications on which types of decision support offer more potential for which categories of physicians and, correspondingly, on which DSS implementations are more likely to fail. Despite the documented benefits and the mandates, the widespread clinical acceptance of DSSs has been lacking, and this has been a concern for researchers and medical informaticians (Anderson 1987; Kaplan 2001; Kaushal et al. 2003). A recent study estimates that under current conditions, computerized order entry adoption in urban hospitals will not reach 80 percent penetration until
There is a clear need to help facilitate the adoption, and our results can help policy makers design better incentives and mechanisms so that they can identify and target physicians who stand to benefit the most from computerized decision support.

Our empirical estimations highlight the importance of physician-level differences and salient physician characteristics that affect clinical behavior and DSS use. Coscelli et al. (2000) argue that clinical DSSs should be viewed as socio-technical systems in which an individual physician’s social background and demographics also play a role in the success of the adoption of the system (Coscelli et al. 2000). In a somewhat related vein, our results show that physician specialty and location have significant effects on the overall physician response to information sources and that the specialists and physicians in low-income areas are likely to benefit more from decision support on drug selection than general practice physicians and physicians located in high-income areas.

Ray et al. (1976) report that more than one-quarter of office-based Tennessee physicians mis-prescribed an antibiotic (i.e., tetracycline), which is associated with permanent discoloration of developing teeth, to young children, and Ray et al. (1976) show that rural family and general practitioners faced a high risk of prescribing these and other agents (e.g., chloramphenicol) in a potentially unsafe manner. Such findings illustrate that general practitioners may have more “room” for learning about pharmacology than specialists, in which case they may benefit more from computerized decision support over time, in line with our results. However, because DSS use lengthens the duration of a physician–patient encounter (Sintchenko et al. (2004) has shown that it takes 245 and 113 seconds to make a decision with and without the DSS, respectively), such benefits may be difficult to realize in low-income areas that typically exhibit relatively high
demand for physician services. Thus, DSS developers should incorporate their products into physician workflows well, especially when targeting physicians who work in low-income areas.

This study offers several future research directions. An immediate application of the learning model presented herein is the individual identification of the physicians who would benefit the most from decision support and those who may be distracted by it. Such a targeted approach may facilitate the diffusion of DSS adoption and may provide new avenues to overcome the adoption difficulties (Patterson et al. 2004). Researchers can also apply our learning model to specific types of DSSs to understand the role of more detailed aspects of these systems on physician learning. For example, researchers can examine, both analytically and by observing actual physician behavior, which types of DSSs (e.g., optimization systems, expert systems, data mining tools) and which form of recommendation systems (e.g., those that employ collaborative-filtering versus content search through machine learning) are most promising from a learning perspective. Additionally, a similar methodology can be used to investigate the role of DSSs used for physician training. The dynamic nature of our model makes it a suitable framework for capturing the relative importance of external information sources (over time) in supporting physicians’ prescribing decisions. A similar methodology can also be used to explore the optimal recency, frequency, and amount of training needed for each physician. Finally, with suitable modifications, the methodology developed here can be applied to understand and improve the professional learning of other knowledge workers.
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Figure 2. An Illustration of Prescription Behavior Model

Figure 2a: Prescribing the Focal Drug: No Impact of Clinical Experience

Figure 2b: Prescribing the Focal Drug: With Clinical Learning
Figure 3. Difference between Preference and Clinical Guidelines for Different DSS Features
Figure 4. Changes in Learning Coefficient Values as a Function of Different DSS Effectiveness in Reducing Uncertainty

<table>
<thead>
<tr>
<th>Figure 4a: Effectiveness in Drug Administration $\delta^*$</th>
<th>Figure 4b: Effectiveness in Drug Selection $\gamma^*$</th>
</tr>
</thead>
<tbody>
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* A low value represents a high level of effectiveness of DSS in reducing physicians’ uncertainty.
<table>
<thead>
<tr>
<th>Study</th>
<th>Type of decision support</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bochicchio et al. (2006)</td>
<td>Drug</td>
<td>21% improvement in antibiotic decision accuracy (P=0.005).</td>
</tr>
<tr>
<td>Hunt et al. (1998)</td>
<td>Dosing</td>
<td>9 of 15 studies showed improvement in drug dosing.</td>
</tr>
<tr>
<td>Kirk et al. (2005)</td>
<td>Dosing</td>
<td>Significantly fewer dosing errors for computer-assisted prescriptions then their traditional counterparts (P&lt;0.001)</td>
</tr>
<tr>
<td>Bates et al. (1998)</td>
<td>Drug and dosing</td>
<td>55% reduction in non-intercepted serious medical errors (P=0.37) and 17% reduction in preventable ADEs (P=0.37)</td>
</tr>
<tr>
<td>Bates et al. (1999)</td>
<td>Drug, dosing, and frequency</td>
<td>81% reduction in prescription errors (P=0.01) and 86% reduction in non-intercepted serious prescription errors (P=0.01)</td>
</tr>
<tr>
<td>Ammenwerth et al. (2008)</td>
<td>Drug, dosing, and frequency</td>
<td>4 of 6 studies showed a significant relative risk reduction in ADEs. 23 of 25 studies showed a significant relative risk reduction in prescription errors.</td>
</tr>
<tr>
<td>Teich et al. (2000)</td>
<td>Drug, dosing, and frequency</td>
<td>Statistically significant improvements in five types of drug selection and administration decisions</td>
</tr>
<tr>
<td>Evans et al. (1998)</td>
<td>Drug, dosing, frequency, and route</td>
<td>70% reduction in ADEs caused by anti-infectives (P=0.02)</td>
</tr>
<tr>
<td>Burke and Pestotnik (1999)</td>
<td>Drug, dosing, frequency, and route</td>
<td>ADE rate dropped from 1.22% to 0.04%.</td>
</tr>
</tbody>
</table>
Table 2. Descriptive Statistics

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Std Dev</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of overall category Rx per physician (monthly)</td>
<td>16.75</td>
<td>5.12</td>
<td>5.83</td>
<td>33.00</td>
</tr>
<tr>
<td>Total number of focal drug Rx per physician (monthly)</td>
<td>2.34</td>
<td>0.84</td>
<td>0.48</td>
<td>6.65</td>
</tr>
<tr>
<td>Average number of details per month</td>
<td>2.33</td>
<td>1.30</td>
<td>0.09</td>
<td>8.74</td>
</tr>
<tr>
<td>Average number of samples per month</td>
<td>2.51</td>
<td>2.38</td>
<td>0</td>
<td>10.47</td>
</tr>
<tr>
<td>Specialty(^4) (0 or 1)</td>
<td>0.22</td>
<td>0.42</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Urbanicity(^5) (0 or 1)</td>
<td>0.75</td>
<td>0.43</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Income(^6) (0 or 1)</td>
<td>0.44</td>
<td>0.48</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3. Empirical Estimates

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Mean value</th>
<th>Specialty</th>
<th>Urbanicity</th>
<th>Local income</th>
</tr>
</thead>
<tbody>
<tr>
<td>detailing ( (\beta_1) )</td>
<td>1.45* (0.05)</td>
<td>0.52* (0.11)</td>
<td>0.09 (0.08)</td>
<td>-0.12 (0.07)</td>
</tr>
<tr>
<td>sampling ( (\beta_2) )</td>
<td>0.11* (0.02)</td>
<td>-0.05 (0.05)</td>
<td>-0.07 (0.05)</td>
<td>-0.003 (0.05)</td>
</tr>
<tr>
<td>comp ( (\beta_3) )</td>
<td>-0.39* (0.02)</td>
<td>0.01 (0.06)</td>
<td>0.04 (0.05)</td>
<td>0.05 (0.05)</td>
</tr>
<tr>
<td>Carryover ( (G) )</td>
<td>0.64* (0.01)</td>
<td>-0.13* (0.03)</td>
<td>-0.01 (0.02)</td>
<td>0.06* (0.02)</td>
</tr>
</tbody>
</table>

* Significant at 0.05 level

\(^4\) Equals one for specialists and zero otherwise.
\(^5\) Equals one for urban locations and zero otherwise. We obtained the urbanicity measure from the WWAMI Rural Health Research Center Web site. We assigned a value of 1 to an area if it was designated as an “urban core” area (i.e., 1.0 and 1.1 as defined in RUCA) and a value of 0 if otherwise. For details, please refer to [http://www.fammed.washington.edu/wwamirhrc](http://www.fammed.washington.edu/wwamirhrc).

\(^6\) Equals one for high income areas and zero otherwise. We classified each area represented by a zip code as being “low” or “high” in terms of the income of the residents in that area. We designated an area as low income if the average income of residents was less than $36,360, and vice versa.
Table 4. Sensitivity Analysis of Estimated Learning Coefficients on $\gamma$ and $\delta$

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>Generalist</th>
<th>High income</th>
<th>Overall avg. $K$</th>
<th>$\gamma$</th>
<th>Generalist</th>
<th>High income</th>
<th>Overall avg. $K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.62</td>
<td>0.61</td>
<td>0.60</td>
<td>1</td>
<td>0.62</td>
<td>0.61</td>
<td>0.60</td>
</tr>
<tr>
<td>0.5</td>
<td>0.42</td>
<td>0.41</td>
<td>0.39</td>
<td>0.5</td>
<td>0.82</td>
<td>0.81</td>
<td>0.80</td>
</tr>
<tr>
<td>%</td>
<td>-32.22%</td>
<td>-32.60%</td>
<td>-33.75%</td>
<td>%</td>
<td>32.97%</td>
<td>32.66%</td>
<td>33.63%</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Specialist</td>
<td>Low income</td>
<td>Overall avg. $K$</td>
<td>$\gamma$</td>
<td>Specialist</td>
<td>Low income</td>
<td>Overall avg. $K$</td>
</tr>
<tr>
<td>1</td>
<td>0.57</td>
<td>0.58</td>
<td>0.60</td>
<td>1</td>
<td>0.57</td>
<td>0.58</td>
<td>0.60</td>
</tr>
<tr>
<td>0.5</td>
<td>0.37</td>
<td>0.38</td>
<td>0.39</td>
<td>0.5</td>
<td>0.77</td>
<td>0.78</td>
<td>0.80</td>
</tr>
<tr>
<td>%</td>
<td>-34.78%</td>
<td>-34.43%</td>
<td>-33.75%</td>
<td>%</td>
<td>35.79%</td>
<td>34.93%</td>
<td>33.63%</td>
</tr>
</tbody>
</table>