A Kriging Metamodel Assisted Multi-Objective Genetic Algorithm for Design Optimization

The high computational cost of population based optimization methods, such as multi-objective genetic algorithms (MOGAs), has been preventing applications of these methods to realistic engineering design problems. The main challenge is to devise methods that can significantly reduce the number of simulation (objective/constraint functions) calls. We present a new multi-objective design optimization approach in which the Kriging-based metamodeling is embedded within a MOGA. The proposed approach is called Kriging assisted MOGA, or K-MOGA. The key difference between K-MOGA and a conventional MOGA is that in K-MOGA some of the design points are evaluated on-line using Kriging metamodeling instead of the actual simulation model. The decision as to whether the simulation or its Kriging metamodel should be used for evaluating a design point is based on a simple and objective criterion. It is determined whether by using the objective/constraint functions’ Kriging metamodels for a design point, its “domination status” in the current generation can be changed. Seven numerical and engineering examples with different degrees of difficulty are used to illustrate applicability of the proposed K-MOGA. The results show that on the average K-MOGA converges to the Pareto frontier with an approximately 50% fewer number of simulation calls compared to a conventional MOGA. [DOI: 10.1115/1.2829879]

1 Introduction

A significant challenge in the applications of genetic algorithm (GA) based optimization methods to engineering design problems has been the high computational cost due to the large number of simulation (or function) calls required by these methods [1]. A common strategy to reduce the computational effort for such optimization methods when integrated with simulation models is to use metamodeling techniques. Researchers have been quite active in developing models and methods that improve the efficiency of the GAs in terms of the number of simulation calls [2–18]. Some of these approaches are based on fitness approximations in which neural network [3–5], response surface [6], Kriging [7], and radial basis function [8] methods are used for metamodeling. Others use fitness inheritance approaches [9,10] in which the fitness of an offspring is inherited from its parents. A comprehensive review of fitness approximation and metamodeling approaches can be found in Ref. [16] and Refs. [17–19], respectively.

The fitness approximation methods are of two types: off-line (nonadaptive) and on-line (adaptive). In off-line approaches, metamodels are developed separately and prior to the start of an optimization algorithm [4,6–8,20,21]. The shortcoming of the off-line methods is that it is difficult to obtain both a good fidelity metamodel over the entire design space and at the same time maintain a low number of simulation calls [18,20]. The on-line approaches use a combination of metamodeling with the simulation model during the optimization procedure while adaptively improving the metamodel [2,3,5,11–14]. Most of the on-line methods developed so far are focused on single-objective optimization. The research on how to embed metamodeling within multi-objective genetic algorithms (MOGAs) remains sparse [2,3,13].

In on-line approaches [2,3,11–13], in the initial stages of the GA, rough metamodels are constructed. These metamodels are then gradually improved as more simulation data become available. Most of this type of approaches utilize neural network, which is known to require a large number of simulation calls [18]. Another unresolved issue in the current adaptive methods is how to objectively decide when to switch to the metamodel instead of using the simulation during the optimization [11,12,16]. Usually, the switching between the actual simulation model and the corresponding metamodel is subjectively decided [13]. Moreover, the fidelity of the metamodel may vary significantly during the optimization process and this can cause oscillation [16].

In this paper, we have attempted to address all of the above mentioned shortcomings. More specifically, a new on-line Kriging metamodel assisted MOGA, hereafter called K-MOGA, is presented. We use an objective criterion to determine whether a simulation model or its Kriging metamodel replacement should be used to evaluate design points. The proposed criterion is developed based on the metamodel’s predicted error, which can be easily obtained as a by-product from Kriging. In the proposed approach, the Kriging metamodels for objective and constraint functions are built and adaptively improved within a MOGA. The approach is general and requires no additional simulation calls prior to the start of the optimization procedure to build the Kriging metamodels. Our current results show that the proposed approach resolves the problem often reported in the literature, that is, the metamodel may be of low fidelity and that it may produce false optima [12,16].

In Sec. 2, the terminology and background are reviewed. Details of K-MOGA are presented in Sec. 3. Seven examples and corresponding results are given in Sec. 4 to illustrate the applicability of the proposed approach. Concluding remarks and some directions for future research are presented in Sec. 5.

2 Terminology

In this section, we present the terminology and background used throughout the paper.
2.1 Multi-Objective Optimization. A multi-objective optimization problem is given as follows:
\[
\min_{x} f_m(x) \quad m = 1, \ldots, M
\]
\[
s.t. g_j(x) \leq 0 \quad j = 1, \ldots, J
\]
(1)

The objective function \( f_m(x) \) is the \( m \)th element in the vector \( f = (f_1, \ldots, f_M)^T \), where \( T \) refers to the transpose of the row vector. \( x = (x_1, \ldots, x_n)^T \) is the design variable vector. \( x^{\text{lower}} \) and \( x^{\text{upper}} \) are the lower and upper bounds on \( x \), respectively. The functions \( g_1, \ldots, g_J \) are the inequality constraints. We assume that there are no trade-offs among at least two of the \( M \) objective functions. As such, the optimization problem in (1) has more than one solution. These solutions are optimal in a Pareto sense, and the set of solutions is known as the Pareto set. In this paper, a simulation call refers to calculations of objective and constraint values together for a single design point.

In the context of MOGA, a point is said to be “nondominated” if no other point in the current generation (or set of points under consideration) is better than that point with respect to all objectives [1]. The set of all nondominated points in the current generation forms a nondominated set. The remaining points in the current generation form a “dominated” set. The “domination status” of a point determines whether a point is dominated or nondominated. In MOGA, the set of nondominated points eventually evolves to form the Pareto frontier (or an estimate of it) when MOGA converges.

2.2 Kriging Metamodeling. For completeness, a brief description of the Kriging metamodeling is given in this section [18,19]. Kriging has been widely used in recent years for metamodeling of computationally expensive deterministic simulations [21,23,24]. Kriging predicts the response at any unsampled points (i.e., those whose response has not been obtained by the simulation) based on all of the observed points (i.e., those whose response has already been obtained). The Kriging method used in this paper is also called ordinary Kriging in the literature [18,22] and it is often used for predicting the simulation’s response values at discrete input locations (or design points), which is the situation for the proposed approach. The reason we have used the Kriging approach is that the predicted error of an estimated response value can be easily obtained as a by-product with the Kriging metamodel. However, the Kriging metamodeling needs to perform matrix inversions for predicting the response, which can increase the computational expense when the dimension of the problem is high [16].

In Kriging, a one-dimensional response value from a simulation is globally estimated by a known polynomial and a random departure from the polynomial:
\[
y(x) = p(x) + Z(x)
\]
(2)

where \( y(x) \) is the unknown response of interest, \( p(x) \) is a known polynomial, and \( Z(x) \) is assumed to be a realization of a Gaussian random process with a mean of zero, variance of \( \sigma^2 \), and a non-zero covariance [18,22]. The \( p(x) \) term provides a “global” approximation of the design space (the value of \( p(x) \) is given in Eq. (6)); the \( Z(x) \) term creates a “localized” deviation so that the Kriging metamodel interpolates with respect to the \( n_o \) observed points. The covariance matrix of \( Z(x) \) is given by
\[
\text{cov}[Z(x), Z(x')] = \sigma^2 R \quad R = [R(x_i, x_j)]
\]
(3)

where \( R \) is an \( n_o \times n_o \) symmetric correlation matrix with ones along diagonal, and \( R(x_i, x_j) \), which is the correlation function between any two observed points \( x_i \) and \( x_j \) for off-diagonal elements. The correlation function \( R(x_i, x_j) \) used in this paper is
\[
R(x_i, x_j) = \exp \left[ -\sum_{m=1}^{N} \theta_m |x_i^m - x_j^m|^2 \right]
\]
(4)

where \( \theta_m \) is an unknown correlation parameter. The quantities \( x_i^m \) and \( x_j^m \) are the \( m \)th components of the observed points \( x_i \) and \( x_j \), respectively. The estimate, \( \hat{y}(x_i^*) \), of the response \( y(x_i^*) \) at an unobserved point \( x_i^* \) is given by
\[
\hat{y} = \hat{\beta} + R(x_i^*) R^{-1}(y - p \hat{\beta})
\]
(5)

where \( y \) is the column vector of length \( n_o \), which contains the values of the response at each observed point, and \( p \) is a column vector with \( n_o \) components, which is filled with ones when \( p(x) \) is constant. In Eq. (5),
\[
\hat{\beta} = (p^T R^{-1} p)^{-1} p^T R^{-1} y
\]
(6)

The estimate of variance \( \sigma^2 \) for Eq. (2) is given by
\[
\hat{\sigma}^2 = (y - p \hat{\beta})^T R^{-1}(y - p \hat{\beta})/n_o
\]
(7)

The mean squared error (MSE) \( \hat{\sigma}_r^2 \) for an unobserved point \( x_o \) using this Kriging metamodel predictor is given by
\[
\hat{\sigma}_r^2 = \hat{\sigma}^2 \left( 1 - r^T R^{-1} r + \frac{(1 - p^T R^{-1} p)^2}{p^T R^{-1} p} \right)
\]
(8)

Statistically, the root mean squared error (RMSE) or the standard deviation \( \hat{\sigma}(x^*) \) represents the predicted deviation of the Kriging metamodel from the actual response. In this paper, it is assumed that the predicted deviation from the Kriging metamodel has a conditional normal distribution with a mean that is equal to the prediction and variance equal to the Kriging variance. This normally distributed standard deviation \( \hat{\sigma} \) will be used in the paper to decide on a prediction interval (e.g., one standard deviation \( \hat{\sigma} \) is used for objective functions, see Sec. 3.2; it could be 2\( \sigma \) or 4\( \sigma \), or 6\( \sigma \) depending on the confidence requirement). However, even if this normal distribution assumption does not hold, it is often possible to find a transformation that makes the random process approximately normal [25].

The maximum likelihood estimate of \( \theta_m \) in Eq. (4) can be obtained by maximizing the following expression:
\[
\max_{\theta_m > 0} - \left[ n_o \ln(\hat{\sigma}^2) + \ln(R) \right]
\]
(9)

Some new schemes that are used to update Kriging metamodel parameters \( \theta_m \) have been reported in the literature, e.g., Ref. [26].

3 Kriging Metamodel Assisted Multiobjective Genetic Algorithm

The basic idea behind K-MOGA is to ensure that in each generation the nondominated design points obtained using the Kriging metamodels (for objective and constraint functions) remain the same as the one obtained using the simulation. In this regard, the RMSE (recall, Eq. 8) is used as the main component in a criterion that ensures a nondominated set is not changed whether the simulation model or alternatively the Kriging metamodel is used for evaluating a design point.

For simplicity, we first describe the K-MOGA approach mainly for handling objective functions. After that, we briefly describe how to handle constraint functions in the approach. For completeness, we begin by presenting an overview of a conventional MOGA.

3.1 Conventional Multiobjective Genetic Algorithm. The conventional MOGA used here is based on NSGA [1] combined with an elitism strategy. As shown in the “MOGA” block in Fig. 1 (left dashed block), the conventional MOGA begins with a current
population of individuals (or design points) and is composed of two parts (see the “Next population” in Fig. 1): elite and offspring points. The elite points are nondominated points that are directly inherited from the previous generation. In this paper, a strategy similar to NSGA-II [1] has been used to ensure that the number of nondominated points is not more than a prespecified percentage (e.g., 70% of the population) of the population. The remaining points are offspring design points that are produced by genetic operations, such as crossover and mutation. Such a strategy ensures that a prespecified percentage (e.g., 30%) of individuals in the population is generated by genetic operations. For offspring design points, we use a probability of 0.95 for crossover and a probability of 0.05 for mutation. For constraints, a previously reported constraint handling approach [27,28] has been used. Essentially, the constraint handling method is based on a penalty function, which takes into account both the amount and the number of violated constraints. Moreover, using this method, the feasible solutions always outrank infeasible ones.

In the conventional MOGA (in this paper, the improved NSGA, i.e., NSGA [1] together with an elitism strategy), the response values of the points in the initial population are calculated by a simulation model (i.e., for objective functions). Our conventional MOGA is different from NSGA-II with respect to the elitism strategy. NSGA-II requires more computational effort since it combines the offspring population with the parent population and then nondominated sorting is used to classify the entire population. In the MOGA used here, only nondominated points (i.e., those eventually converge to Pareto points) are migrated to the next generation.

3.2 Kriging Assisted Multi-Objective Genetic Algorithm. As mentioned before, the response value from the Kriging metamodel has a predicted error. Using this predicted error, as long as it is determined that the domination status of design points in the current generation is not changed because of using the Kriging metamodel, it is acceptable to use the Kriging metamodel instead of simulation. If the domination status is changed, then the design points that are predicted to contribute to this change are observed (i.e., their objective function values are computed using the simulation model); otherwise, the metamodel is used to obtain the response values.

We use a quantitative measure of domination as part of a criterion to determine whether the predicted value from the Kriging metamodel should be accepted. This measure is called minimum of minimum distance (MMD), as described next.

Minimum of Minimum Distance. In any generation, except the initial population where all individuals are observed, the Kriging metamodel can be used to obtain the predicted response of individuals. Based on these predicted response values, the domination status of individuals can be determined. To do this, the current population is partitioned into two sets: dominated and nondominated sets. Note that this partitioning is based on the Kriging metamodel values, that is, no simulation calls are used at this stage.

MMD is defined, in the objective space, as the minimum distance between all pairs of nondominated \( x_{nd} \) and dominated \( x_d \) points and calculated as follows. First, divide individuals in the current population into two sets: nondominated and dominated. Then, compute MMD by

\[
MMD = \min \{||f(x_{nd}) - f(x_d)|| \}
\]

where the norm is defined in the \( f \) space: \((f_1, f_2, \ldots, f_M)\). MMD is then projected along each objective function axis to obtain \( \text{MMD}_{f_m}, m = 1, \ldots, M \).

Predicted Error for Objective Functions. Recall Eq. (8) in that the MSE of an unobserved point \( x^* \) for objective function \( f_m \) is \( s_m^*(x^*) \). We define the predicted error (PE) of \( x^* \) as

\[
PE_m(x^*) = s_m(x^*)/2, m = 1, \ldots, M
\]

which gives a confidence level of one-half of a standard deviation \( s_m \) from the actual response for each objective function on each side of a design point.

For objective functions, the criterion for the K-MOGA is defined as follows:

(1) Since \( PE_m(x^*) \) estimates a deviation from the actual response, the sum of PE values for the \( m \)th objective function of any pair of nondominated point \( x_{nd} \) and dominated point \( x_d \), \( PE_m(x_{nd}) + PE_m(x_d) \), is the possible error when calculating the distance between the two points by that objective. In the worst case, this sum should be less than \( \text{MMD}_{f_m} \) for all objectives, \( m = 1, \ldots, M \); otherwise, the predicted error of any pair of \( x_{nd} \) and \( x_d \) may change the domination status. For instance, as shown in Fig. 2(a) (whereby both objective functions being minimized and Point \( a \) dominates Point \( i \)), if \( PE_m(a) + PE_m(i) = \text{MMD}_{f_m} \) for all \( m = 1, 2 \), then the domination status of Points \( a \) and \( i \) should not change. In fact, this criterion should hold between any \( x_{nd} \) from the nondominated set and any \( x_d \) from the dominated set.

(2) Mathematically, \( PE_m(x_{nd}) + PE_m(x_d) \leq \text{MMD}_{f_m} \) implies that \( \text{max} \{PE_m(x_{nd}), PE_m(x_d)\} \leq \text{MMD}_{f_m}/2 \).

(3) In the worst case, if \( 2 \times PE_m(x) = \text{MMD}_{f_m} \) and thus \( s_m(x) = \text{MMD}_{f_m} \) is true for all \( m = 1, \ldots, M \) and for design point \( x \), then the domination status of point \( x \) should not change in the current population.

In short, if for any design point \( x \) the following holds:

\[
s_m(x) = \text{MMD}_{f_m}
\]

for all \( m = 1, \ldots, M \), then the predicted response values (as obtained by Kriging metamodels) for \( x \) will be considered as “good” values. For those points for which the threshold imposed by Eq. (12) does not hold, the simulation will be used to calculate the actual responses. In this regard, the simulation values will help to improve the fidelity of the subsequent Kriging metamodels.

Note that there are two main reasons why a point with a “large predicted error” must be observed. First, if the predicted error is too large for a design point, then that point should be evaluated by the simulation so that its domination status would not change. Second, a point with a large predicted error implies that the Kriging metamodel does not have enough sample points in its vicinity [22]. In other words, evaluating the point by the simulation and
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thus using it as a new sample point would improve the accuracy of the Kriging metamodel. As a by-product of our approach, our criterion provides the Kriging metamodel with a self-improving mechanism. This is based on the fact that a point with a large error is a potentially good choice for sampling. Note that it is possible that either of $x_{o_1}$ or $x_o$ has already been evaluated by the simulation in a previous generation. In that case, following Eq. (12), it can be easily verified that there will have to be a coefficient of 2 on the right hand side of the inequality in Eq. (12).

**Predicted Error for Constraint Functions.** Each constraint function can be estimated by a Kriging metamodel as well. Here, the criterion that is used as to whether the Kriging metamodel or simulation should be used is even more critical than that for the objective functions. That is, the Kriging metamodel can be used to determine whether or not a design point is feasible. More precisely, if by using the Kriging metamodel it is determined that the design point is infeasible, then the point is observed. On the other hand, if the point is determined to be feasible by the Kriging metamodel, then the criterion in Eq. (12) has to be verified, as discussed in the next paragraph.

Similarly as in the objective function case, the MSE of an unobserved point $x^*$ for the constraint function $g_j$ is $s_j^2(x^*)$, whereby $s_j(x^*)$ estimates the deviation of the constraint's value from a mean for a presumed normal distribution (recall Sec. 2). Since it is critical that the Kriging metamodel provides a good estimate of the feasibility of a design point (i.e., an infeasible point should not be incorrectly predicted as a feasible one), we increase the confidence level to two times the standard deviation from each side of the mean. That is, the quantity $2 \times s_j^2(x^*)$ provides a 97.7% prediction accuracy for the Kriging metamodel along the positive (or increasing) direction of a constraint for a design point.

On the other hand, the absolute value of $\hat{g}_j(x)$ provides a cushion for the predicted error along $g_j$ dimension, as shown in Fig. 2(b). If this absolute value is greater than $2 \times s_j(x^*)$, then the predicted constraint value has a very little chance (i.e., less than 3%) to change feasibility of the design $x^*$. Thus, if for any design point $x$ the following criterion holds:

$$2 \times s_j(x) + \hat{g}_j(x) \leq 0 \quad (13)$$

for all $j = 1, \ldots, J$, then the predicted constraint value $\hat{g}_j(x)$ will be considered to be acceptable. We only check Eq. (13) for the predicted feasible designs (i.e., with $\hat{g}_j(x) \leq 0$ for $j = 1, \ldots, J$). If a design point is predicted to be infeasible, it is observed by the simulation. Note that although we used a higher confidence level in the constraint case compared to the objective case so that infeasible points are correctly predicted to be infeasible, the determination as to whether one or multiple standard deviations $s_j$ to be used is not all that critical. We have observed that by using a different setting, e.g., one or three times instead of two times $s_j$ as in Eq. (13), the performance of K-MOGA does not change significantly in terms of the number of simulation calls.

**Proposed Kriging Metamodel Assisted Multi-Objective Genetic Algorithm.** We combine Eq. (12) with Eq. (13), as shown in Eq. (14):

$$s_m(x) \leq \text{MMD}_f \quad m = 1, \ldots, M$$

$$2 \times s_j(x) + \hat{g}_j(x) \leq 0 \quad j = 1, \ldots, J \quad (14)$$

The designs in the current population can be divided into two groups. In the first group that satisfies Eq. (14), the predicted responses will not change the domination status of the designs and also these designs are predicted to be feasible and therefore their predicted response values can be accepted. For the designs in this first group, no simulation is required. Designs in the second group do not satisfy Eq. (14). As such, the designs in this second group are calculated by the simulation to obtain their objective/constraint values, as shown in the “Kriging assist fitness evaluation” block in Fig. 1.

In K-MOGA, the responses from all points in the initial population are calculated by the simulation in order to build the initial Kriging metamodels, i.e., a Kriging metamodel is constructed for each objective/constraint function. Since the initial points may be far away from the Pareto frontier or they may not sample the design space well, the initial Kriging metamodels may not be sufficiently accurate. However, these Kriging metamodels are adaptively improved as the algorithm evolves. During the early generations of the K-MOGA, the percentage of design points for which the Kriging metamodels are used is small (e.g., for the initial population, this percentage is zero). However, as more observed points are added to the Kriging metamodel, the predicted error of the unobserved points is going to gradually improve and the percentage of the points for which Kriging metamodels are used is going to increase as the subsequent generations are evolved. Note that, according to the criteria in Eq. (14), points with a large predicted error or points that are predicted infeasible are required to be observed and used as sample points to improve the Kriging metamodels. Thus, to some extent, the general concern in using a Kriging metamodel that it should have high fidelity during the entire optimization algorithm and particularly during the initial stages can be avoided. Based on our observation, in K-MOGA, eventually the Kriging metamodels can achieve high fidelity and when that happens no more simulations are required as K-MOGA gets close to the Pareto frontier.

Figure 1 shows the complete K-MOGA procedure, including the Kriging assist fitness evaluation block, for a single generation. Note that although the dominated points, which have been observed, might be removed from the population during the evolutionary process, they will not be removed from the sample set of the Kriging metamodel. In other words, all observed points will be used for the Kriging metamodel and the size of the sample set is monotonically increasing.
3.3 Stopping Criteria. Since a comparison of the performance of the conventional MOGA and K-MOGA is important, appropriate and consistent stopping criteria for MOGA and K-MOGA should be determined. The following two stopping criteria are used and both have to be satisfied.

1. When the number of nondominated points is more than some prespecified percentage of the population size (e.g., 80% for the examples in this paper) and when it becomes steady (e.g., the number of nondominated points is more than “0.8 × population size” for five generations for the examples in this paper), it is concluded that the algorithm has converged to the Pareto frontier.

2. When the iteration history, i.e., the curve representing the number of simulation calls versus the number of generations becomes flat, it can be concluded that the algorithm has been converged.

One may also employ other criteria or metrics for quality assessment of the Pareto frontier [29] as additional stopping criteria. We applied two quality metrics proposed previously in the literature [29] to compare the performance of the conventional MOGA and K-MOGA in terms of convergence and diversity of solutions, as discussed in Sec. 4.5.

3.4 Kriging Metamodel Assisted Genetic Algorithm Steps. The steps for K-MOGA are as follows:

Step 1. Initialize. Start with generating an initial population. Simulation models are called to calculate the responses (i.e., objective/constraint functions) for individuals in the initial population and these are added to a sample set to build the initial Kriging metamodels, one for each objective/constraint function. The nondominated (or elite) points in the initial population are identified and migrated into the next generation. The remaining (or dominated) points for the next generation are generated by the GA operations.

Step 2. The algorithm evolves into the next generation.

Step 3. Apply the current Kriging metamodels to predict response values for the current population. By way of Eq. (14), the individuals in the current generation are partitioned into two parts as follows: (i) Calculate the response values (from objective/constraint functions) and RMSE (recall Eq. (8)) for each design point in the current generation using the Kriging metamodel. (ii) Identify the nondominated and dominated points and calculate MMD. (iii) Apply Eq. (14) to each individual. Individuals whose predicted response values satisfy Eq. (14) will be considered as good: The simulation model for these points is not used rather their metamodel is used. For the individuals that do not satisfy Eq. (14), the simulation model is used to calculate their responses.

Step 4. Calculate the fitness value of each point. Nondominated sorting algorithm [1] is used to calculate the fitness of each point.

Step 5. Identify nondominated points and update the Kriging metamodels. Nondominated points in the current population are identified. Points (dominated or nondominated) whose response values are calculated by the simulation are added to the sample set to update the Kriging metamodels.

Step 6. Check the stopping criteria. Check the stopping criteria described in Sec. 3.3. If both stopping criteria are satisfied, stop the algorithm; otherwise, continue.

Step 7. Form the next population. The next population includes two parts: elite and offspring points. Go to Step 2.

4 Examples and Discussion

In this section, we use seven numerical and engineering examples with different degrees of difficulty to illustrate the applicability of the proposed K-MOGA. As a typical example of our results, we use the first example, a simplified version of ZDT2 [1], to present a detailed comparison of the conventional MOGA and K-MOGA including the verification via (i) quality metrics, (ii) MMD, and (iii) the predicted error. Due to the space limitation, we do not show the detailed verification for the other test examples which produced similar results. We also present the results for a real-world engineering example [30,31]. Finally, comparison results for the remaining five examples selected from the literature [1,20] are presented. In order to compare the conventional MOGA and our proposed K-MOGA, the same initial population size of 30 individuals is used for all experiments. Also MOGA and K-MOGA were run for 30 times each to account for randomness in these methods. The values of other genetic parameters are selected according to the description in Sec. 3.1. The same settings are used for all examples. For simplicity, the conventional MOGA is referred as “MOGA” hereafter.

4.1 ZDT2 Example. We applied the MOGA, which was described in Sec. 3.1, and K-MOGA to a simplified ZDT2 [1] problem. This example has two-objective functions, no constraint, and three variables:

\[
\begin{align*}
\min f_1(x) &= x_1 \\
\min f_2(x) &= g(x) \times h(x)
\end{align*}
\]

where

\[
g(x) = 1 + \frac{9}{n-1} \sum_{i=2}^{n} x_i
\]

\[
h(x) = 1 - (f_1(x) / g(x))^2
\]

\[
n = 3
\]

\[
0 \leq x_i \leq 1 \quad i = 1, \ldots, n
\]

The true Pareto optimal solutions for this problem [1] are \(x_1\) being any point within the range \([0,1]\), \(x_2=0\), and \(x_3=0\), with the true Pareto frontier as shown in Eq. (16).

\[
f_2 = 1 - f_1^2
\]

\[
0 \leq f_1 \leq 1
\]

The Pareto frontier is nonconvex, as shown in Fig. 3. For this example, two separate Kriging metamodels for the two objectives are built in K-MOGA and adaptively improved to predict the response for the objective functions.

Figure 3 shows a typical set of Pareto optimal solutions as obtained from one of the 30 runs of MOGA and K-MOGA. The results from K-MOGA are in good agreement with MOGA and the true Pareto frontier. Figure 4 shows the number of simulation call for 30 different runs. As shown in Fig. 4, a MOGA run with the least number of simulation calls (i.e., 231 in run 15) requires more simulation calls than a K-MOGA run with the maximum number of simulation calls (i.e., 197). The mean value and standard deviation (STD) for 30 runs for both the MOGA and K-MOGA are shown in Table 3. The results for the ZDT2 ex-
Figure 4 shows that on average the number of simulation calls has been reduced by more than 60% using the proposed K-MOGA compared to MOGA.

4.1.1 Verification by Quality Metrics. In order to evaluate the quality of convergence and diversity of solutions for the proposed K-MOGA and compare the results with MOGA, two quality metrics proposed in the literature [29], i.e., the hyperarea difference (HD) and overall spread (OS) metrics, are calculated and obtained for the ZDT2 example.

Figure 5 shows the geometrical interpretation of these two metrics in a two-objective space. Let us assume \( P = (a, b, c, d) \) be the current nondominated set in the objective space and \( p_{\text{bad}} \) and \( p_{\text{good}} \) are the good and bad points, respectively. The quantity HD, shown as the shaded area in Fig. 5(a), is defined as the difference between the area (hyperarea (HA) or volume if there are three or more objectives) bounded by \( p_{\text{bad}} \) and \( p_{\text{good}} \) and the area bounded by \( p_{\text{bad}} \) and the set \( P \):

\[
\text{HD}(P) = HA(p_{\text{bad}}-p_{\text{good}}) - HA(p_{\text{bad}}-a,b,c,d)
\]

(17)

The quantity OS, shown in Fig. 5(b), is defined as the ratio between the area bounded by the two extreme points in \( P \) and the area bounded by \( p_{\text{bad}} \) and \( p_{\text{good}} \):

\[
\text{OS} = \frac{HA(\text{extremes}(P))}{HA(p_{\text{bad}}-p_{\text{good}})}
\]

(18)

The quantities HD and OS serve as the quality metrics of convergence and diversity, respectively, for the obtained Pareto frontier.

In the ZDT2 example, we set \( p_{\text{bad}} = [1,1] \) and \( p_{\text{good}} = [0,0] \) as their objective function values, and HD(true), for true Pareto frontier shown in Eq. (16), is 2/3 and OS(true) is 1. We calculate the HD and OS values for the MOGA and K-MOGA from the 30 runs, as shown in Table 1. From Table 1, it can be seen that the convergence and diversity of the obtained Pareto frontiers from the MOGA and K-MOGA are comparable.

4.1.2 Verification by MMDf. As a further verification of the proposed approach, in Fig. 6, we compare MMDf based on both simulation and Kriging metamodels for the ZDT2 example. According to our experiments, the estimated MMDf as obtained from the combined Kriging metamodels and simulations is less than or equal to MMDf from the simulation for most generations. Moreover, this is especially the case at the later generations of K-MOGA. From these results, we can conclude that MMDf from Kriging provides a good estimate of the actual MMDf.

4.1.3 Verification by Predicted Error. For verification as to whether the predicted error \( s_m(x) \) is a valid estimation of deviation in Eqs. (12) and (13), we have obtained the error, which is the absolute value of the difference between the actual and predicted values of \( f \) (for both \( f_1 \) and \( f_2 \) in this case) for each design point in a typical generation (e.g., the tenth generation in Fig. 7 for the ZDT2 problem). The term “Real error,” as shown in Fig. 7, is for the deviation from the predicted value (from Kriging metamodel) to the actual value (from simulation). The “Predicted error” term is equal to \( 0.5 \times s_m(x) \) and calculated from the Kriging metamodel as in Eq. (11). As shown in Fig. 7, for most design points (i.e., 25 out of 30 designs) in the tenth generation, the real error is less than the predicted error, which means that \( s_m(x) \) is a valid estimation of the STD.

Similar results were observed for the errors in the constraint estimation, and for other generations and test problems.

4.2 Cabinet Example. The optimization of a fully enclosed vertical cabinet containing ten individual blade server racks is selected as the engineering test example. The simulation model for this example was developed by Rolander et al. [30]. This model has two isoflux blocks that act as flow obstructions, repre-

---

Table 1 Quality metrics for MOGA and K-MOGA for the ZDT2 example

<table>
<thead>
<tr>
<th></th>
<th>MOGA</th>
<th></th>
<th>K-MOGA</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HD</td>
<td>Mean</td>
<td>STD</td>
<td></td>
</tr>
<tr>
<td>30 runs</td>
<td>0.90–0.64</td>
<td>0.75</td>
<td>0.069</td>
<td>0.50–0.95</td>
</tr>
<tr>
<td></td>
<td>OS</td>
<td>0.42–1.40</td>
<td>0.66</td>
<td>0.200</td>
</tr>
</tbody>
</table>
senting a dual processor blade server. Both blocks have a constant heat generation rate $Q$, which is dissipated through convection to the air flowing through the server. The cabinet is divided into three sections: $a$, $b$, and $c$, corresponding to the lower two, middle three, and upper five servers. The quantities $Q_a$, $Q_b$, and $Q_c$ denote the heat generation of servers in each respective cabinet section. In each section, all blocks have the same constant heat generation rate $Q$. Air flow with an inlet velocity is used to cool the cabinet. A two-dimensional heat transfer simulation model has already been built for this problem and reported in the literature [30,31].

In this thermal optimization model, inlet air velocity $V_{in}$ and heat generation $Q_a$, $Q_b$, and $Q_c$ are considered as design variables. The output of the simulation model is a ten-element vector of temperatures, each for one server. The design objectives are to (1) minimize $f_1$, the maximum server temperatures, and (2) maximize $f_2$, the sum of total heat generations. The optimization problem is defined as

$$\begin{align*}
\text{Min} & \quad f_1 = \max(T_j) \quad j = 1, \ldots, 10 \\
\text{Max} & \quad f_2 = 2Q_a + 3Q_b + 5Q_c \\
\text{s.t.} & \quad \max(T_j)/85 - 1 \leq 0 \quad j = 1, \ldots, 10 \\
& \quad 0.2 \leq V_{in} \leq 2 \\
& \quad 2 \leq Q_{a,b,c} \leq 200
\end{align*}$$

(19)

The optimization results for this cabinet problem are shown in Fig. 8 and Table 3. Again, it is observed that the number of simulation calls used in K-MOGA is significantly fewer than MOGA, while the results, as shown in Fig. 8, are comparable.

4.3 Additional Numerical Examples. In this section, five additional examples, ZDT1, ZDT3, GearTrain and OSY from [1], and TEST4 from [20], are presented to demonstrate further applicability of K-MOGA. These five test problems have different degrees of difficulty and characteristics. For instance, the Pareto frontiers for ZDT3 and TEST4 are disconnected. The GearTrain test example has integer design variables. The formulations of these test examples are listed in Table 2 with the comparison results as obtained from K-MOGA, MOGA, and the true Pareto frontier when the closed form solution is available.

The performance of MOGA and K-MOGA for all examples in terms of simulation calls are presented in Table 3. As shown in that table, on the average, K-MOGA can save over 50% in terms
<table>
<thead>
<tr>
<th>Formulation</th>
<th>Solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ZDT1</strong> minimize $f_1(x) = x_i$ $f_2(x) = g(x) \times h(x)$ where $g(x) = 1 + \frac{9}{n-1} \sum_{i=2}^{n} x_i$ $h(x) = 1 - \sqrt{f_1(x) / g(x)}$ $n = 3$ $0 \leq x_i \leq 1, \quad i = 1, \ldots, n$</td>
<td><img src="image1" alt="ZDT1 Graph" /></td>
</tr>
<tr>
<td><strong>ZDT3</strong> minimize $f_1(x) = x_i$ $f_2(x) = g(x) \times h(x)$ where $g(x) = 1 + \frac{9}{n-1} \sum_{i=2}^{n} x_i$ $h(x) = 1 - \sqrt{f_1(x) / g(x)}$ $n = 3$ $0 \leq x_i \leq 1, \quad i = 1, \ldots, n$</td>
<td><img src="image2" alt="ZDT3 Graph" /></td>
</tr>
<tr>
<td><strong>TEST4</strong> minimize $f_1(x_1, x_2) = (x_1 + x_2 - 7.5)^2 + (x_1 - x_2 + 3)^2 / 4$ $f_2(x_1, x_2) = (x_1 - 1)^2 / 4 + (x_2 - 4)^2 / 2$ s.t. $g_1(x_1, x_2) = (x_1 - 2)^2 / 2 + x_2 - 2.5 \leq 0$ $g_2(x_1, x_2) = x_1 + x_2 - 8x_2^2 - x_2 + 0.65^2 - 3.85 \leq 0$ $0 \leq x_1 \leq 5, \quad 0 \leq x_2 \leq 3$</td>
<td><img src="image3" alt="TEST4 Graph" /></td>
</tr>
<tr>
<td><strong>OSY</strong> minimize $f_1(x) = -[25(x_1 - 2)^2 + (x_2 - 2)^2 + (x_1 - 1)^2 + (x_2 - 4)^2 + (x_3 - 1)^2]$ $f_2(x) = \sum_{i=1}^{3} x_i^2$ s.t. $g_1(x) = 2 - (x_1 + x_2) \leq 0$ $g_2(x) = (x_1 + x_2) - 6 \leq 0$ $g_3(x) = (x_1 - x_2) - 2 \leq 0$ $g_4(x) = (x_1 - 3x_2) - 2 \leq 0$ $g_5(x) = (x_1 - 3) + x_2 - 4 \leq 0$ $g_6(x) = 4 - (6x_1 - 3)^2 + x_2 \leq 0$ $0 \leq x_1, x_2, x_3 \leq 10, \quad 1 \leq x_2, x_3 \leq 5, \quad 0 \leq x_4 \leq 6$</td>
<td><img src="image4" alt="OSY Graph" /></td>
</tr>
<tr>
<td><strong>Gear-Train</strong> minimize $f_1(x) = \log_{10} \left( \frac{1}{6.931} - \frac{x_1x_2}{x_3x_4} \right)^2$ $f_2(x) = \max \left( x_1, x_2, x_3, x_4 \right)$ where $12 \leq x_1, x_2, x_3, x_4 \leq 60$ $x_i$ are integers</td>
<td><img src="image5" alt="Gear-Train Graph" /></td>
</tr>
</tbody>
</table>
of the number of simulation calls when compared to MOGA. For most of the test examples, STDs in K-MOGA are also less than those in MOGA. Based on the results in Table 2, K-MOGA is expected to be applicable to problems with convex, nonconvex, and even those with disconnected Pareto frontier.

5 Summary

A new multi-objective design optimization approach called K-MOGA is presented in this paper. In the proposed approach, the Kriging metamodeling is embedded within a conventional MOGA. Compared to the conventional MOGA, K-MOGA reduces the number of simulation calls by evaluating some individuals in the population by Kriging metamodels instead of the simulation. We have introduced the concept of the MMD and derived its relation with the predicted error that is easily obtained from Kriging. This criterion is used to identify those individuals in the population that can be evaluated using Kriging metamodels. The identified individuals are those that do not change the estimated domination status in the objective space and do not change the estimated feasibility for the current generation. For other individuals in the generation, the responses are obtained from the simulation and used to adaptively update the next generation Kriging metamodels so that more individuals can be evaluated by the updated Kriging metamodels and thus an additional number of simulation calls can be saved in subsequent generations.

In K-MOGA, the general concern that the metamodel may be of low fidelity and that it may even produce false optima can be avoided. The proposed criterion is objective rather than subjective and can be applied to other population-based optimization methods using a different type of metamodels if the measure for predicted error is available. The main advantage of using on-line Kriging is that the predicted error of the estimated response can be obtained without much extra computational effort.

Seven examples of both numerical and engineering types and with different degrees of difficulty are used to demonstrate the applicability of the proposed K-MOGA. The results show that K-MOGA is able to achieve comparable convergence and diversity of the Pareto frontier as to that obtained from a conventional MOGA while at the same time significantly reduce the number of simulation calls.

One of the advantages of adaptive approaches is that those points migrated from previous generations with incorrectly estimated Kriging variance are most likely to be removed from the population by a more accurate Kriging metamodel. Therefore, the side effect of such migrated points can be diminished when the Kriging metamodels are updated adaptively in consecutive generations. In essence, the proposed K-MOGA has a self-correcting mechanism in terms of identifying “good” points for Kriging metamodeling.

Finally, it should be noticed that the relation between Kriging’s predicted error and MMD for the objective functions, and also for the constraints, is devised based on a worst case scenario and thus the proposed criterion can be considered to be conservative. Also, the sample set used in Kriging metamodel can affect the accuracy of the metamodel (currently, they are generated by GA operations). By devising a less conservative criterion and an improved sampling strategy for Kriging, it should be possible to further improve the efficiency of K-MOGA in terms of the number of simulation calls. These aspects will be further investigated as part of our future research.
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