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In the initial decades of the computer industry, systems were built in isolation. Large problems typically were solved through the development of numerous, stand-alone, vertical solutions. As computer systems started covering progressively larger segments of the problem space, they began to overlap and often failed to integrate.

The solution to this problem was part systems engineering, and part grand design and grand implementation. The premise behind these grand approaches was to think of the entire problem and to implement a total solution. Although on the surface this seems perfectly reasonable, the problem is that this strategy, especially when coupled with a Waterfall Model life-cycle development approach, simply does not reliably scale up to implementing large, complex systems.

Depending on whose data you reference, there is anywhere from a 50 percent to an 80 percent likelihood that any given software system project will fail [1]. That is, the project will require substantially more time than originally planned, cost substantially more than originally budgeted, or will deliver substantially less functionality than originally expected, or any combination of the preceding. Furthermore, the larger the project, or the longer the planned duration, the greater the likelihood of failure.

After nearly 25 years in the software industry and 10 years of conducting process appraisals using the Software Engineering Institute’s Capability Maturity Model® for Software, I have repeatedly observed that it is exceedingly rare for complex, large-scale, multi-year, grand implementation software projects to deliver all expected functionality within the originally planned schedule and budget. But are these failures truly due to the grand implementation approach, or is it something else?

Grand Implementation Problems

In this article, grand implementation approaches are considered to be coupled with a Waterfall Model life-cycle development approach. Although large, complex systems often need a grand design to ensure overall architectural integrity, having such a design does not mean that the next step must be a grand implementation. Nevertheless, after a grand design is completed development often commences for the entire system. When the entire system is ready, it is put through integration test, system test, and acceptance testing: classic Waterfall Model development. While this can be a very effective approach for small systems or short duration projects, it becomes a much less successful approach as project duration and complexity increase.

Part of the problem is requirements volatility. The traditional response to this problem is to require the customer to freeze their requirements — as if that were possible. Frozen requirements make absolutely no sense for the simple reason that all systems are basically built to address one root requirement: solve the customer’s problems. If a system is being built during several years, what is the likelihood that the customer’s problems will remain unchanged throughout this entire period?

I do not know what the aggregate staff-year transition point is regarding when a grand implementation project crosses over from being more likely to succeed to being more likely to fail, but it does not seem like a very large number. Certainly a grand implementation approach to a four-person, three-month project will likely work. Maybe a grand implementation approach can even work on a 10-person, 18-month project if you are really good. But what about a 100-person, five-year, legacy systems modernization project? Can we reliably apply grand implementation thinking to this scale of a project, or should we consider another approach?

There is still another problem with the grand implementation strategy. Even if you can get it to work, you have likely created an absolute nightmare for whoever will build the eventual replacement system. Too often, people who design systems do not think about an incremental approach to that system’s retirement. If you do not design the system for incremental retirement, then in all likelihood you will not be able to conduct an incremental retirement.

Typically, this forces the replacement system to also be based upon (yet another) grand implementation, all-or-nothing solution. Replacement systems are usually much more complex than the systems they replace, so the problem of total solu-
tion replacement - often referred to as legacy system modernization - can lead to projects that are progressively more likely to repeatedly fail [2].

**Designing and Planning Complex Software Systems**

The remaining sections of this article look at a systematic alternative approach for complex systems’ construction. For simplicity, this discussion generally focuses on the design, estimation, planning, and management of the construction and delivery of complex Web-based systems or systems that include Web-based subsystems, but the principles are also applicable to the construction of other types of software-intensive systems.

**Micro-Incremental Development**

Incremental development is not a new concept, but the eXtreme Programming (XP) community has given further definition to some of the principles. In particular, XP advocates using a highly incremental approach, and building testable functionality in much smaller and shorter duration steps [3]. The approach advocated in this article adds additional details to this foundation.

When commencing system decomposition, strive to allocate high-level functionality into regions, partitions, and frames. For this article, regions are defined as major subsystems that can be separately implemeted, tested, maintained, and replaced. At the design level, regions capture required system functionality but defer physical implementation details.

Each region consists of several partitions that can be separately implemented, tested, maintained, and replaced. At the design level, partitions reflect not only functional requirements but also capture all important physical implementation details.

Lastly, each partition is divided into several frames. Frames are low-level or atomic software components such as Java class files that can be separately assigned to small software teams for parallel construction and unit testing.

Generally, a large system can be designed with five to 10 distinct regions, each with five to 10 distinct partitions. Completed regions should deliver actual usability to the customer or system end-users. Within each region, completed partitions should deliver actual functionality. Although functionality does not necessarily translate into usability, it does allow the customer or system end-users to evaluate system characteristics and performance, and to provide early feedback to the development team [3].

**Hot-Swappable Partitioning**

One of the key tenants of this approach is that each partition is hot-swappable or capable of being replaced with little or no adverse impact on the rest of the system. Given the preceding guidelines of five to 10 regions, each with five to 10 partitions, your design will contain between 25 and 100 separately implementable, testable, and replaceable partitions. To facilitate this, partitions can be designed to interact with each other primarily through message passing and file input/output.

“Even if you can get [grand implementation strategy] to work, you have likely created an absolute nightmare for whoever will build the eventual replacement system ... you will not be able to conduct an incremental retirement.”

Of course, there are trade-offs to be addressed. Partitions that communicate via file input/output will suffer a severe performance penalty. Additionally, as systems evolve and grow larger, there is a general tendency for them to become increasingly interconnected. Avoiding this will usually require periodic efforts to reduce partition coupling and to increase partition cohesion, both of which translate into increased time, money, and effort. However, by taking steps to ensure hot-swappable partitioning there is an increased likelihood that you can more easily fix or upgrade individual partitions without adversely impacting the rest of the system.

Nevertheless, given the preceding issues it is clear that 100 percent hot-swappable partitioning is more of an ideal than it is a practical reality. At a minimum, however, it is certainly critical to avoid the all-or-nothing implementation where the system is either completely working or completely useless. Within the limits of system performance, project budgets, and schedule constraints, hot-swappable partitioning should be a top-priority design objective and built into as many partitions as possible.

**Commitment Deferral**

A third key concept is the deferral of technical commitments, and especially architectural commitments, to the greatest extent possible. Again, in some areas commitment deferral may be impossible or, indeed, not even desirable. Nevertheless, during design you may have some opportunities to allocate certain technologies to partitions that you plan to build towards the end of the project. By deferring commitments you increase the likelihood that you can more easily respond to changing requirements, changing technologies, or evolving solution alternatives.

**Early Detection/Agile Response**

Further leveraging XP, a fourth key concept is to plan for a development and implementation approach that allows for early detection of any problems, and for agile and rapid response to those problems. Given that you have designed for both usable releases (regions) and functional releases (partitions), system components can be developed, tested, and immediately delivered to key stakeholders. In addition to early detection and correction of defects and improved customer communications, this approach will allow you to perform highly effective customer expectation management.

**Partition and Frame Estimation**

Even though the preceding guidelines will result in a system where functionality is implemented across 25 to 100 partitions, these partitions may still be too large to accurately estimate required work. Therefore, as indicated earlier, each partition can be further decomposed into five to 10 frames. The primary objective of frames is to facilitate planning, construction, unit testing and integration testing, and to support risk management (more on this later).

Each frame should be assigned to one person or to a very small team (such as with pair programming). Additionally, each frame should generally appear to require somewhere between one and four weeks of work. When it is obvious that less work will be required, frames can be combined. Conversely, if more work is obviously required, frames can be further
The next step is to analyze the key attributes of each frame and to use those attributes as the basis for schedule and cost estimation. Although key attributes will vary substantially between different software systems, some attributes will be almost universally important, such as a system’s diagnostic capability [4].

For example, the following are five key attributes to consider for systems that include Web-based partitions:

- A rtwork or static content.
- D iagnostic or the ability to detect misuse or system intrusions.
- S ecurity or the ability to prevent misuse or system intrusions.
- C ontainment and Recovery or the ability to perform damage control and repair.

As shown in Figure 1, each attribute is analyzed and rated using a five-block by five-block grid. To rate the preceding five different attributes, you would use five separate tables. Figure 1 shows an empty grid for estimating required security for a particular frame.

The rows of the grid indicate the relative amount of work to be done. Rows are labeled top-down from E to A indicating an extremely high amount of work to an extremely low amount of work, respectively. The columns of the grid indicate the relative complexity of the work to be done. Columns are labeled left to right from 1 to 5 indicating extremely low complexity to extremely high complexity, respectively. Since the outermost rows and columns represent extremes, most attributes should be rated in rows B, C, or D and in columns 2, 3, or 4.

As each of the five grids is completed, the estimator determines a confidence level of low, medium, or high and then documents this in the upper left corner. In Figure 2, the estimator indicated they had a low level of confidence in their estimate and that security complexity is rather low (column 2) for this frame. However, the amount of work related to implementing security features is shown as extremely high (row E).

After the five key attribute grids are done, the estimator uses them as support information for the composite grid. The composite grid, as shown in Figure 3, is used to estimate overall staff-days for constructing a frame. The cells of the composite grid contain values representing the expected staff days, and the estimator simply circles one of the values. Note that there is a general, but not algorithmic, relation between the key attribute basis grids and the composite grid. For example, if most of the basis grids were marked in the upper right regions, it would normally occur that the composite grid would likewise have a cell selected from the upper right region.

As a final step, the estimator uses the upper left square in the composite grid to indicate low, medium, or high confidence in the accuracy of their selection for expected staff-days duration.

The default values shown in Figure 3 were deliberately selected so that normal work would span from one to three weeks (the interior three rows and columns). Recall that the work for each frame was initially intended to be obviously between one and four weeks. The default values in the composite grid actually accommodate ranges from 40 percent of the obvious minimum to 150 percent of the obvious maximum, or work that spans from two days (A1) to six weeks (E5).

Given these default values, project durations can span from approximately one staff-year (five regions, each with five partitions, each with five frames, each estimated at two days) to approximately 120 staff-years (10 regions, each with 10 partitions, each with 10 frames, each estimated at six weeks). Decomposition can be reduced, or increased, to accommodate shorter or longer project durations, respectively. Similarly, the default values in the composite table can – and indeed should – be adjusted over time to better reflect your actual projects and performance [5].

When you have completed these design and planning steps, you will have a comprehensive and detailed foundation from which to commence managing and controlling your project.

Managing and Controlling Complex Software Systems Development

As mentioned previously, one of the objectives of the third level decomposition (the frame level) is to support risk management. To accomplish this, it is recommended that you commence actual development with the easiest two regions. Within each of those regions, commence development on the easiest two partitions. Within each of those partitions, commence work on the easiest two frames. The objective of this approach is twofold. First it helps ensure that the development team’s learning curve occurs in the least challenging parts of the overall system. Second, you quickly accomplish finished frames.

When you are done with the easiest frames, then commence work on what appear to be the hardest frames. Likewise, commence work in the same pattern with partitions and regions. The objective here is - after much of your learning curve is behind you - to reduce project risk as rapidly as possible. By rapidly undertaking the hardest or most challenging parts of the system, you can more quickly discover whether or not there are any insurmountable hurdles. On the outside chance that you may have to revisit your design, or may need to resort to an alternative solution, these recovery steps are happening much earlier than they might otherwise. Because they are occurring earlier, and because, as discussed earlier, one of your design goals was also to defer commitments even in the event that you need to take an alternate approach, you have a much greater likelihood that you will be able to keep a
greater percentage of the system already developed.

Another benefit to first doing the easiest work, then doing the hardest work, and then doing the average work is that data collected during development rapidly becomes directly usable to recalibrate your estimations and to more accurately predict the remaining work on the project. Depending on the total number of frames, when you are as little as 20 percent into the project you may have a highly reusable set of actual data relating to frames built, estimated time to build them, and actual time to build, test, and debug. This data can be used to further improve the accuracy of estimates relating to the rest of the project.

An important part of this approach is to take a few moments after a frame is completed and do a retrospective estimation worksheet. The format for these worksheets is identical to the original worksheets - the only difference is the time they are completed. By taking this approach, each frame will ultimately have a minimum of two estimation worksheets. One worksheet was done before work commenced, and another was done after work was completed. By comparing these before and after estimation worksheets, you can analyze and adjust your estimation approach if, for example, you see a clear tendency to underestimate either the amount or complexity of work relating to one or more of the key attribute types.

As you develop the system, to the greatest extent possible strive to rapidly deliver partitions to the primary stakeholders. This will allow for stakeholder evaluation and feedback, and for you to take a proactive approach when addressing conflicting expectations among the stakeholders. Ideally, you can provide early access and insight to end users, program managers, procurement specialists, subject-matter experts, and anyone else who may have a strong and influential opinion about the usability and acceptability of the final system.

Lastly, when tracking and reporting progress, perform only binary accounting at the frame level. That is, do not ask developers for a percent complete estimate on a given frame (we all know what they will tell you). Instead only ask, “Have you started working on it?” and “Have you finished working on it?” Before a frame is completely done, its percent complete is zero. After a frame is completely done, its percent complete is 100. At the partition and region level you can easily calculate and report actual percent complete as a function of the percentage of completed underlying frames.

**Conclusions**

Grand implementation solutions and the Waterfall Model life cycle were perfectly acceptable approaches during the 1970s and even the 1980s. However, as systems continue to become progressively more distributed and exponentially more complicated there are significant opportunities to deliberately design these systems so that they can be incrementally constructed, incrementally tested, incrementally delivered, and incrementally evaluated. This approach directly supports early verification of system feasibility and early validation of system usability and acceptability.

Arguably, at least as important as the preceding benefits, this approach also directly supports the creation of systems that can be incrementally upgraded, incrementally retired, and ultimately incrementally replaced.
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