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Purpose: To enable accurate magnetic resonance (MR) parameter mapping with accelerated data acquisition, utilizing recent advances in constrained imaging with sparse sampling.

Theory and Methods: A new constrained reconstruction method based on low-rank and sparsity constraints is proposed to accelerate MR parameter mapping. More specifically, the proposed method simultaneously imposes low-rank and joint sparse structures on contrast-weighted image sequences within a unified mathematical formulation. With a pre-estimated subspace, this formulation results in a convex optimization problem, which is solved using an efficient numerical algorithm based on the alternating direction method of multipliers.

Results: To evaluate the performance of the proposed method, two application examples were considered: (i) $T_2$ mapping of the human brain and (ii) $T_1$ mapping of the rat brain. For each application, the proposed method was evaluated at both moderate and high acceleration levels. Additionally, the proposed method was compared with two state-of-the-art methods that only use a single low-rank or joint sparsity constraint. The results demonstrate that the proposed method can achieve accurate parameter estimation with both moderately and highly undersampled data. Although all methods performed fairly well with moderately undersampled data, the proposed method achieved much better performance (e.g., more accurate parameter values) than the other two methods with highly undersampled data.
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INTRODUCTION

Magnetic resonance (MR) parameter mapping (e.g., $T_1$, $T_2$, or $T_2^*$ mapping) has developed into a powerful quantitative imaging tool for tissue characterization. It has been utilized in a wide variety of biomedical research and clinical applications, such as study of neurodegenerative diseases (1), evaluation of myocardial fibrosis (2), tracking of labeled cells (3), and assessment of knee cartilage damage (4). Parameter mapping experiments typically involve acquisition of a sequence of contrast-weighted MR images, each of which is acquired with different acquisition parameters (e.g., flip angle, echo time, or repetition time (TR)). To obtain accurate parameter values, a large number of contrast-weighted images often have to be acquired. This can lead to prolonged data acquisition time, especially for applications that require high spatial resolution and/or broad volume coverage, which hinders the practical utility of MR parameter mapping.

Various fast imaging techniques can be adapted, or have been developed specifically, to accelerate parameter mapping experiments. For example, advanced fast pulse sequences [e.g., (5,6)] and parallel imaging [e.g., (7–10)] are useful to improve the acquisition efficiency of parameter mapping experiments. Furthermore, a variety of constrained reconstruction methods that utilize specific spatial and/or parametric characteristics of contrast-weighted image sequences also have demonstrated effectiveness in achieving faster parameter mapping through sparse sampling. These methods utilize various constraints associated with lower-dimensional signal/image models, including temporal smoothness constraint (11), sparsity or structured sparsity constraint (12–17), low-rank constraint (18,19), contrast-weighting constraint (20–22), or combination of the aforementioned constraints (23–26).

In this work, we present a new constrained reconstruction method to accelerate MR parameter mapping. It is based on an extension of our early work on dynamic magnetic resonance imaging (MRI) (27), but now sparse sampling is considered in the $k$-parametric domain, i.e., $k$-$p$ space. In the proposed method, we utilize a mathematical formulation that simultaneously enforces low-rank and joint sparse structures of contrast-weighted image sequences. With data-driven subspace pre-estimation, the proposed formulation results in a convex optimization problem. An algorithm based on the alternating direction method of multipliers (ADMM) (28–30) is described to efficiently solve the optimization problem. The performance of the proposed method was evaluated in both $T_1$ and $T_2$ mapping applications. Its
superior performance, over the two state-of-the-art methods that only use either low-rank (18) or joint sparse structure (15,17), will be demonstrated. A preliminary account of this work was presented in (24,25).

THEORY

Data Model

Parameter mapping experiments involve acquisition of a sequence of contrast-weighted images \( \{I_m(x)\}_{m=1}^M \), which are related to the measured k-space data by

\[
d_{m,c}(k) = \int S_c(x)I_m(x)\exp(-2\pi k \cdot x)dx + n_{m,c}(k),
\]

for \( m = 1, \ldots, M \) and \( c = 1, \ldots, N_c \), where \( S_c(x) \) denotes the coil sensitivity profile for the \( c \)th receiver coil, \( N_c \) denotes the number of coils, and \( n_{m,c}(k) \) is assumed to be complex white Gaussian noise. For simplicity, we denote \( I_m(x) \) can be treated as a complete representation of its values on a grid at \( N \) spatial locations \( \{x_n\}_{n=1}^N \). As a consequence, the following Casorati matrix (31), i.e.,

\[
C = \begin{bmatrix}
I_1(x_1) & \ldots & I_M(x_1) \\
\vdots & \ddots & \vdots \\
I_1(x_N) & \ldots & I_M(x_N)
\end{bmatrix} \in \mathbb{C}^{N \times M},
\]

can be treated as a complete representation of \( \{I_m(x)\}_{m=1}^M \), whose first and second directions represent the spatial and parameter dimensions, respectively. Therefore, Eq. 1 can be rewritten as

\[
d_c = \Omega(FS,C) + n_c,
\]

for \( c = 1, \ldots, N_c \), where \( d_c \in \mathbb{C}^P \) contains the measured data for the contrast-weighted image sequence from the \( c \)th coil, \( \Omega(\cdot) : \mathbb{C}^{N \times M} \rightarrow \mathbb{C}^P \) denotes the undersampling operator that sparsely acquires k-space data for each contrast-weighted image and then concatenates them into the data vector \( d_c, F \in \mathbb{C}^{N \times N} \) denotes the Fourier encoding matrix (e.g., the standard discrete Fourier transform matrix for the Cartesian case), \( S_c \in \mathbb{C}^{N \times N} \) is a diagonal matrix that contains the sensitivity map of the \( c \)th coil, and \( n_c \in \mathbb{C}^P \) is the noise vector.

Formulation

If \( d_c \) contains only sparsely sampled data, direct Fourier inversion of the measured data generally incurs severe artifacts in reconstructed contrast-weighted images and parameter maps. Here, we propose a formulation that simultaneously enforces the low-rank and joint sparsity constraints to enable reconstruction of \( C \) from highly undersampled data, i.e.,

\[
\hat{C} = \arg \min_{C \in \mathbb{C}^{N \times M}} \sum_{c=1}^{N_c} \|d_c - \Omega(FS,C)\|_2^2 + R_L(C) + R_S(C),
\]

where \( R_L(\cdot) \) denotes the low-rank constraint and \( R_S(\cdot) \) denotes the joint sparsity constraint.

First, the low-rank constraint \( R_L(C) \) is based on the assumption that there is strong correlation of relaxation signals from different types of tissues, which leads to the partial separability/low-rank modeling of \( C \). The low-rank constraint can be enforced in multiple ways (31–34). Here, we use an explicit rank constraint through matrix factorization, i.e., \( C = UV \), where \( U \in \mathbb{C}^{N \times L}, V \in \mathbb{C}^{L \times M} \), and \( L \ll \min(M,N) \). Note that columns of \( U \) and rows of \( V \) span the spatial and parameter subspaces of \( C \), respectively. A stronger rank constraint can be enforced by pre-estimating \( V \) from some acquired auxiliary data using the principal component analysis or singular value decomposition (18,31,35,36). We adopt such rank constraint for \( R_L(C) \) in Eq. 4.

Second, the joint sparsity constraint \( R_S(C) \) is motivated by the assumption that sparse coefficients of different coregistered contrast-weighted images are often highly correlated. Such correlated sparse structure can be more effectively captured by joint sparse modeling (15,17), as it not only enforces sparsity constraint for each individual image, but also favors a shared sparse support for different contrast weighted images. Mathematically, joint sparse constraint can be enforced by the mixed \( l_2/l_1 \) norm, i.e.,

\[
R_S(C) = \|YC\|_{l_2,l_1},
\]

where \( \|A\|_{l_2,l_1} = \sum_{n=1}^{N} \|A^{(n)}\|_2 \), and \( A^{(n)} \) denotes the \( n \)th row of \( A \). In this work specifically, we chose \( \Psi \) as the finite difference operator to exploit the joint edge sparsity. For simplicity, we consider a two direction finite difference transform to obtain a concrete formulation, i.e.,

\[
R_S(C) = \lambda_1\|D_H C\|_{l_2,1} + \lambda_2\|D_V C\|_{l_2,1},
\]

where \( D_H \) and \( D_V \) represent the horizontal and vertical finite differences, respectively. Extensions to other forms of joint sparsity constraints can be mathematically straightforward.

With the above specific low-rank and joint sparsity constraints, Eq. 4 can be rewritten as

\[
\hat{U} = \arg \min_{U \in \mathbb{C}^{N \times L}} \sum_{c=1}^{N_c} \left( \|d_c - \Omega(FS,UV)\|_2^2 + \lambda_1\|D_H U\|_{l_2,1} + \lambda_2\|D_V U\|_{l_2,1} \right)
\]

and the image sequence can be reconstructed as \( \hat{C} = \hat{U}\hat{V} \), where \( \hat{V} \) denotes the estimated subspace from auxiliary data, and \( \lambda \) denotes the regularization parameter. Equation 4 integrates both low-rank and joint sparse modeling of \( C \) into a unified mathematical framework. It is easy to see the connection of Eq. 5 with the two state-of-the-art methods that use either low-rank or joint sparsity constraint. Specifically, Eq. 5 reduces to the subspace-augmented low-rank constrained reconstruction [i.e., kt-PCA (18)] if \( \lambda = 0 \), and that Eq. 5 reduces to the joint sparsity constrained reconstruction (15) if \( L = M \) (i.e., the full rank is used).

The complementary roles that low-rank and sparsity constraints play are comprehensively studied in our early work for dynamic MRI (27). Here, for MR parameter mapping, the low-rank model provides strong power to represent the ensemble of relaxation signals of interest. However, low-rank constrained reconstruction (in particular with the pre-estimated \( \hat{V} \)) often suffers from ill-conditioning issues with highly undersampled data.
which can lead to severe image artifacts and signal-to-noise ratio (SNR) penalty. The joint sparsity constraint acts as not only an additional prior but also an effective regularizer to reduce image artifacts and enhance SNR. The benefits of simultaneously imposing the low-rank and joint sparsity constraints, over using each of these two constraints individually, will be demonstrated in Results section.

Algorithm

Note that Eq. 5 is a convex optimization problem with nonsmooth regularization, for which there are a number of numerical algorithms that can be used. Here, we describe an efficient, globally convergent algorithm based on the ADMM (28–30) to solve it. The algorithm consists of the following major steps. First, Eq. 5 is converted into the following equivalent constrained optimization problem through variable splitting, i.e.,

\[
\{ \hat{U}, \hat{G}, \hat{H} \} = \arg \min_{U,G,H} \sum_{c=1}^{N_c} \| \text{d}_c - \Omega(\text{FS}, \text{UV}) \|_F^2 + \lambda \| G \|_{L^1} + \lambda \| H \|_{L^1},
\]

s.t. \( G = D_x \text{UV} \) and \( H = D_y \text{UV} \).

[6]

Second, the augmented Lagrangian function for Eq. 6 can be written as

\[
L(U, G, H, Y, Z) = \sum_{c=1}^{N_c} \| \text{d}_c - \Omega(\text{FS}, \text{UV}) \|_F^2 + \lambda \| G \|_{L^1} + \lambda \| H \|_{L^1} +
\]

\[
< Y, G - D_x \text{UV} > + < Z, H - D_y \text{UV} > + \frac{\mu_1}{2} \| G - D_x \text{UV} \|_F^2 + \frac{\mu_2}{2} \| H - D_y \text{UV} \|_F^2,
\]

[7]

where \( Y \in \mathbb{C}^{N \times M} \) and \( Z \in \mathbb{C}^{N \times M} \) are the two Lagrangian multipliers, and \( \mu_1, \mu_2 > 0 \) are penalty parameters related to convergence speed of the algorithm (30).

Third, Eq. 7 can be minimized through the following alternating direction method, i.e.,

\[
G_{k+1} = \arg \min_{G} L(U_k, G, H_k, Y_k, Z_k),
\]

[8]

\[
H_{k+1} = \arg \min_{H} L(U_k, G_{k+1}, H, Y_k, Z_k),
\]

[9]

\[
U_{k+1} = \arg \min_{U} L(U, G_{k+1}, H_{k+1}, Y_k, Z_k),
\]

[10]

\[
Y_{k+1} = Y_k + \mu_1 (G_{k+1} - D_x U_{k+1} V),
\]

[11]

\[
Z_{k+1} = Z_k + \mu_2 (H_{k+1} - D_y U_{k+1} V).
\]

[12]

The solutions to the subproblems Eqs. [8–10] are described in Appendix.

In practical implementation, we initialize \( U(0) \) with the projection of zero-filling reconstruction onto the low-rank subspace spanned by \( V \), while \( G(0), H(0), Y(0), \) and \( Z(0) \) were all initialized with zeros matrices. It should be noted that for the convex optimization problem in Eq. 5, the ADMM algorithm is guaranteed to have global convergence from any initializations. With respect to the penalty parameters, \( \mu_1 \) is set equal to \( \mu_2 \), considering that the finite differences of the horizontal and vertical directions are approximately at the same scale. Furthermore, we use the following stopping criteria, i.e.,

\[
\max \left\{ \frac{\| U_{k+1} - U_k \|_F}{\| U_k \|_F}, \frac{\| G_{k+1} - G_k \|_F}{\| G_k \|_F}, \frac{\| H_{k+1} - H_k \|_F}{\| H_k \|_F} \right\} \leq \epsilon
\]

[13]

and

\[ k > K_{\text{max}}, \]

[14]

where \( \epsilon \) and \( K_{\text{max}} \) are the predefined tolerance parameter and maximum number of iterations, respectively. The algorithm is terminated until either Eq. 13 or Eq. 14 is satisfied. Finally, to summarize the above ADMM-base algorithm and related details, a diagram is provided in Supporting Information of this work.

Parameter Estimation

After reconstructing \( C \), relaxation parameters of interest (e.g., \( T_1 \) or \( T_2 \) maps) can be easily determined voxel-by-voxel via solving a nonlinear least-squares fitting problem, for which a number of algorithms can be used. But, note that different from a generic nonlinear least-squares problem, the problem here has separable structure (37) in the sense that the nonlinear contrast weighting model linearly depends on a subset of its unknowns, i.e., the proton density value. To take advantage of such special structure, we adopt the variable projection (VARPRO) algorithm (37–40), which has been shown to be more computationally efficient than generic nonlinear optimization algorithms (37,39). In our case, after variable projection, the optimization problem becomes one dimensional, so we can discretize the relaxation parameters of interest into a finite set of values, and apply VARPRO with one-dimensional grid search (38,40), which is guaranteed to result in a global optimal solution.

METHODS

Two sets of experimental data were used to evaluate the performance of the proposed method. The first dataset was acquired from an in vivo human brain \( T_2 \) mapping experiment on a healthy volunteer, with the approval from the Institutional Review Board at the University of Illinois and informed consent from subjects. The experiment was performed on a 3T Siemens Trio scanner (Siemens Medical Solutions, Erlangen, Germany) equipped with a 12-channel receiver headcoil. A multiecho spin-echo imaging sequence was used with 25 evenly spaced echoes (the first echo time \( T_E = 11.5 \) ms and the echo spacing \( \Delta T_E = 11.5 \) ms). Other relevant imaging parameters were: TR = 3.11 s, field-of-view (FOV) = 180 × 240 mm\(^2\), matrix size = 208 × 256, number of slices = 8, and slice thickness = 3 mm. A pilot scan with a rapid gradient echo sequence (GRE) sequence was also performed, from which the coil sensitivity maps \( S_i \) were estimated.

We performed retrospective undersampling of this fully sampled data, and Figure 1a illustrates one representative sampling scheme in \( k-p \) space, where the parametric dimension \( p \) refers to the echo number for the \( T_2 \) mapping experiments. Specifically, in this acquisition scheme, one central \( k \)-space readout was fully acquired at all echo times and treated as training data, from which we estimate \( V \) using the principal component analysis.
were considered for this set of data. The data at the first TE for thermore, to enhance SNR, we densely acquire the low resolution random sampling pattern and use such data as imaging data. Further, to enhance SNR, we densely acquire the low resolution data at the last TR for $T_2$ mapping experiments, and the low resolution data at the last TR for $T_1$ mapping experiments.
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**FIG. 1.** Representative undersampling patterns in k-p space for (a) $T_2$ mapping and (b) $T_1$ mapping experiments used in the proposed method. The white bars and black bars, respectively, denote the acquired and unacquired k-space readouts. For both experiments, we acquire one central k-space readout at each acquisition parameter and use this set of data as training data, whereas we sparsely acquire data in other region of k-p space with a uniform random sampling pattern and use such data as imaging data. Furthermore, to enhance SNR, we densely acquire the low resolution data at the first TE for $T_2$ mapping experiments, and the low resolution data at the last TR for $T_1$ mapping experiments.

(18,31,35). To measure the sparse sampling level, the acceleration factor (AF) is defined as $MN/P$. Specifically, the following four AFs, i.e., AF = 2.8, 4.1, 6.0, and 8.0, were considered for this set of data. The $T_2$ map estimated from the fully sampled data was treated as a reference, with which we evaluated the performance of different reconstruction methods. We performed slice-by-slice reconstructions from undersampled data using the proposed method. The rank $L$ was selected as 3, and the regularization parameter $\lambda$ was empirically optimized by visual inspection (more discussion on the parameter selection is in Discussion section).

To demonstrate the benefits of imposing simultaneous low-rank and joint sparsity constraints, we also performed low-rank-based reconstruction [i.e., kt-PCA (18)] and joint sparsity-based reconstruction (15,17) (denoted as joint sparse hereafter). For kt-PCA, we used the same sampling pattern as the one used for the proposed method. However, for joint-sparse, since such sampling scheme often leads to suboptimal performance, a variable density random sampling pattern with densely acquired central k-space (15) was adopted. Furthermore, we used the same rank/model order for kt-PCA as for the proposed method. For joint sparse, the regularization parameter was manually optimized by visual inspection. All three reconstruction methods shared the same set of sensitivity maps. After reconstructions, $T_2$ maps were estimated using VARPRO based on a mono-exponential $T_2$ relaxation model. A discrete set of $T_2$ values, i.e., $\{1, \cdots, 500\}$ ms, was used as the search grid for VARPRO, with which the resolution of $T_2$ values is 1 ms.

The second set of data was from an in vivo rat brain $T_1$ mapping experiment, which was approved by the Carnegie Mellon University Institutional Animal Care and Use Committee. The experiment was performed on a Bruker Avance III 7T scanner (Bruker Biospin, Billerica, MA) with a single receiver coil using a saturation recovery spin echo sequence with 16 evenly spaced repetition times from 2000 to 8520 ms. Other relevant imaging parameters were: FOV = $32 \times 32$ mm$^2$, matrix size = $128 \times 128$, flip angle = $90^\circ$, number of slices = 1, and slice thickness = 2 mm.

Similar to the human in vivo data, we performed reconstructions of contrast-weighed image sequences from retrospectively undersampled data with kt-PCA, joint sparse, and the proposed method. For the $T_1$ experiments, one representative k-p space sparse sampling scheme as shown in Figure 1b was used for kt-PCA and the proposed method, whereas a variable density random sampling pattern was used for joint sparse. For kt-PCA and the proposed method, we again acquired one single central k-space readout at every TR as training data to estimate $V$. Three different AFs were considered, i.e., AF = 3.0, 4.0, and 5.0. Similarly, the rank $L = 3$ was used for kt-PCA and the proposed method, and the regularization parameters were optimized for the proposed method and joint sparsity reconstruction based on visual inspection. After reconstruction, $T_1$ maps were estimated using VARPRO based on a mono-exponential $T_1$ relaxation model. A search grid of $T_1$ values $\{1, \cdots, 3000\}$ ms was used.

For all of image reconstruction, we used the initialization and stopping criteria described in Theory section. Specifically, $\epsilon = 5e^{-4}$ and $K_{max} = 50$ were respectively set in Eqs. 13 and 14 for the stopping criteria. Under these conditions, the ADMM algorithm typically converged within 20 iterations, although the specific number of iterations depended on the number of measurements acquired. The above image reconstruction was performed on a workstation with a 3.47 GHz dual-core Intel Xeon processor X5690, 96 GB RAM, Linux system and MATLAB R2012a. The computation time is within 7 min for all the $T_2$ mapping reconstruction (using the multichannel data), and within 1 min for all the $T_1$ mapping reconstruction (using the single-channel data). After reconstruction, the VARPRO algorithm was used to estimate the $T_1$ or $T_2$ maps, which took around 6 s for both applications.
To perform quantitative evaluation of different reconstruction methods, we use the following three metrics: (i) voxelwise error $= \frac{\gamma_n - \tilde{\gamma}_n}{\gamma_n}$, where $\gamma_n$ and $\tilde{\gamma}_n$, respectively, denote the true and estimated relaxation parameter at the $n$th voxel, (ii) region-of-interest (ROI) error $= \frac{\|\tilde{\gamma}_{ROI} - \gamma_{ROI}\|_2}{\|\gamma_{ROI}\|_2}$, where $\tilde{\gamma}_{ROI}$ and $\gamma_{ROI}$, respectively, contain the true and estimated relaxation parameters in a specific ROI, and (iii) overall error $= \frac{\|\gamma - \tilde{\gamma}\|_2}{\|\gamma\|_2}$, where $\gamma$ and $\tilde{\gamma}$, respectively, denote the true and estimated relaxation parameter map that contains all image voxels.

RESULTS

Representative results from the above two sets of data are shown to illustrate the effectiveness of the proposed method.

Figure 2 shows the reconstructed $T_2$ maps of the human brain of slice 4 from the $T_2$ mapping data using joint sparse, kt-PCA, and the proposed method at two AFs (i.e., AF = 4.1 and 8.0). Along with reconstructions, the corresponding voxelwise error maps are also showed with the overall errors indicated in the top left corner of the images. As can be seen, at a moderate acceleration AF = 4.1, all three methods perform fairly well both qualitatively and quantitatively, although the proposed method yields noticeably better performance than the other two methods. As AF is increased to 8.0, the performance of joint sparse and kt-PCA dramatically degrades. Qualitatively, the edge structures of the $T_2$ map obtained by joint sparse are severely smoothed out, while the $T_2$ map obtained by kt-PCA is corrupted by severe artifacts induced by the ill-conditioning issue.
Quantitatively, the $T_2$ values from joint sparse and kt-PCA also become much less accurate at $AF = 8.0$. In contrast, by simultaneously enforcing low-rank and joint sparsity constraints, the proposed method has much better preserved features and significantly reduced artifacts compared to the other two methods. It also yields much more accurate $T_2$ values.

Figure 3 shows the reconstructed $T_2$ maps using the proposed method at the highest AF (i.e., $AF = 8.0$) for slices 2, 3, 6, and 8, along with corresponding voxelwise error maps and overall errors. As can be seen, the proposed method has consistent performance across different slice locations at such a high AF.

Figure 4 shows the reconstructed $T_1$ maps of the rat brain, the corresponding voxelwise error maps, and the overall errors from the $T_1$ mapping data using joint sparse, kt-PCA, and the proposed method at $AF = 3.0$ and 5.0. Consistent with the results shown in the $T_2$ mapping example, the proposed method improves over the other two methods, both qualitatively and quantitatively.

Figure 5 shows the ROI error versus AF for the two ROIs, which were chosen from a region of the white matter from the human data (marked in Fig. 2) and a region of the hippocampus from the rat dataset (marked in Fig. 4), respectively. As can be seen, this figure further illustrates the improved accuracy using the proposed method. Furthermore, note that although the performance of all three methods degrades as AF increases, the proposed method has improved robustness over the other two methods with respect to the change of AF, which again demonstrates the benefits offered by simultaneously using two constraints.

**DISCUSSION**

The effectiveness of integrating low-rank and joint sparsity constraints for accelerated parameter mapping has been demonstrated. It is worthwhile to make further comments on some points. First of all, parameter subspaces estimated from limited training data can accurately capture the underlying relaxation process. For example, for parameter mapping applications in Ref. (18) and in this work, $V$ estimated from only a single central k-space readout results in accurate parameter values. As this amount of training data typically only comprises a small portion of the total number of measurements, acquiring training data does not significantly compromise the overall acceleration of parameter mapping experiments. Note that an alternative is to estimate the subspace from ensemble of relaxation signals generated using a preassumed signal model with a range of parameters (23). However, data-driven subspaces from acquired data can be more faithful to capture the underlying relaxation process, and they can also provide better robustness to potential signal model mismatches (e.g., multiexponential relaxation).

The proposed method requires to select the rank $L$. Theoretically, a proper rank is determined by the number of distinct tissue types. Practically, as shown in Refs.
and this work, \( L = 3 \) enables accurate \( T_1 \) or \( T_2 \) mapping with a mono-exponential signal model. Note, however, that the optimal choice of \( L \) may be different for other parameter mapping applications (e.g., multiexponential models). A useful way to select \( L \) is to first adjust it with some reference dataset, and then translate the optimally tuned rank to experiments with similar imaging protocols.

In addition to selecting \( L \), the proposed method also requires to choose the regularization parameter \( \lambda \). This work empirically chooses it based on visual inspection, which leads to good empirical results. A number of alternative methods, such as the L-curve (41) and Stein’s unbiased risk estimate (SURE)-based scheme (42), can also be useful to help choose an optimized \( \lambda \). Furthermore, as in the proposed method, the joint sparsity constraint is mainly used as a regularizer to stabilize the reconstruction problem, a relatively large range of \( \lambda \) values would result in reconstructions with similar level of accuracy, as long as stability is achieved.

The explicit rank constraint is enforced in Eq. 5. Alternatively, the rank constraint can also be imposed implicitly via various surrogate functions [e.g., the nuclear or Schatten-\( p \) norm (19,34)]. As an explicit rank constraint with pre-estimated subspace has reduced degrees of freedom comparing to implicit rank constraint (27), it can be more effective for applications with highly undersampled data. Furthermore, considering that very small rank values (e.g., \( L = 3 \)) are used in MR parameter mapping applications, explicit rank constraint can also lead to a much easier computational problem than the implicit constraint.

This work demonstrates the superior performance of the proposed method over the kt-PCA and joint sparse reconstruction. From a modeling perspective, the proposed method uses the simultaneous low-rank and sparse model, whereas the kt-PCA and joint sparse reconstruction are respectively based on individual low-rank and sparse model. Both this work and the early work in dynamic imaging (27,34) reveal that the low-rank constraint and sparsity constraint play complementary roles to each other, which can lead to significantly improved performance over using a single constraint for sparse sampling. Furthermore, it is worth noting that beyond these results in imaging, recent theoretical analysis has also provided useful insights into the benefits of such simultaneously structured modeling (43).

We integrated the proposed signal model with the sensitivity encoding (SENSE)-based parallel imaging technique and estimated the sensitivity maps from pilot scan. For the brain imaging applications considered in this work, as there is no severe motion, the proposed method provided good accuracy. In the case of significant motion between the pilot scan and the parameter mapping scan, inaccurate sensitivity maps can degrade the performance. However, in this case, self-calibration-based parallel imaging [e.g., self-calibrated SENSE or SPIRiT (9)], which have improved robustness to motion,
can be used together with the proposed model. Alternatively, we can always perform channel-by-channel reconstruction of image sequences, and then estimate parameter maps from sum-of-square reconstructions.

We showed one set of representative sampling schemes in Figure 1 for the proposed method. It is worth noting that with the pre-estimated parametric subspace $^\text{V}$, the proposed method allows for flexible design of sparse sampling schemes. Various alternative acquisition patterns can also be feasible. In particular, the sampling of the actual imaging data does not have to be random. Preliminary results (not shown in the article) indicate that the proposed method results in reconstructions with similar accuracy level, even with imaging data acquired in a structured manner (e.g., using the lattice sampling). But, note that how to design an optimal sampling scheme for the proposed method remains an interesting open problem that requires further systematic research.

Despite the appealing performance demonstrated in this work, some related aspects of the proposed method are worth further research. First, establishing its resolution property is very important. But, similar to other compressive sensing techniques, the proposed method is associated with a nonlinear reconstruction process, for which rigorous resolution quantification is still an open problem. Furthermore, beyond the proof-of-the-concept study in this work, it is worth evaluating the clinical utility of the proposed method for specific parameter mapping applications. Finally, from a signal processing perspective, it is useful to gain better understanding of the simultaneous low-rank and sparse modeling, such as the theoretical limit of the model in terms of sparse sampling.

CONCLUSIONS

In this note, a new constrained reconstruction method is proposed to accelerate MR parameter mapping. It effectively integrates low-rank constraint with joint sparsity constraint into a unified mathematical formulation. With data-driven parameter subspace pre-estimation, the proposed formulation results in a convex optimization problem, which is solved by an efficient algorithm based on ADMM. Representative results from two sets of in vivo data demonstrate that the proposed method significantly improves, both qualitatively and quantitatively, over state-of-the-art methods that only use low-rank constraint or joint sparsity constraint, when parameter mapping experiments are highly accelerated. The proposed method should prove useful for fast MR parameter mapping with sparse sampling.
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APPENDIX

We present the specific procedures to solve the subproblems in Eqs. [8–10]. Note that Eq. [8] can be rewritten as

$$G_{k+1} = \arg \min_G \frac{1}{2} \| G - D_x U_k \tilde{V} + \frac{1}{\mu_1} Y_k \|_F^2 + \frac{\lambda}{\mu_1} \| G \|_2,$$

where $G^{(n)}$ denotes the $n$th row of $G$. It can be shown that Eq. [A1] is separable with respect to each row of $G$. Solving Eq. [A1] is equivalent to solving

$$G_{k+1}^{(n)} = \arg \min_{G^{(n)}} \frac{1}{2} \| G^{(n)} - (D_x^{(n)} U_k \tilde{V}) \|_2^2 + \frac{\lambda}{\mu_1} \| G^{(n)} \|_2,$$

for $n = 1, \cdots, N$. This problem admits a closed-form solution, which can be obtained via the following soft-thresholding operation, i.e.,
\( C_{k+1}^{(o)} = \frac{T_{k}^{(o)}}{\|T_{k}^{(o)}\|_2} \max \left\{ \frac{\|Q_{k}^{(o)}\|_2 - \frac{\lambda}{\mu_1} 0}{\|Q_{k}^{(o)}\|_2}, \right\}_{n=1, \ldots, N}, \tag{A3} \)

where \( T_{k}^{(o)} = D_{k}^{(o)} U_{k} V - \frac{1}{\mu_1} Y_{k}^{(o)}. \)

For the subproblem in Eq. [9], it can be solved by a very similar procedure as the above. Specifically, each row of \( H_{k+1} \) can be obtained as:

\( H_{k+1}^{(o)} = \frac{Q_{k}^{(o)}}{\|Q_{k}^{(o)}\|_2} \max \left\{ \frac{\|Q_{k}^{(o)}\|_2 - \frac{\lambda}{\mu_2} 0}{\|Q_{k}^{(o)}\|_2}, \right\}_{n=1, \ldots, N}. \tag{A4} \)

which is a large-scale quadratic optimization problem. It can be efficiently solved by a number of numerical algorithms. Here, the conjugate gradient algorithm is applied, with \( U \) initialized by \( U_k \) from the last iteration. Furthermore, it should be noted that in the above conjugate gradient iterations, the sampling operator \( \Omega \) and the Fourier encoding matrix \( F \) do not have to be explicitly stored, as they can be evaluated via very fast operation or transformation.
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