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AIlIST SOA In a nutshell

g Isa
» part of “AlIST Industrial Transformation Initiative”
@ FY2005-07, 650M JPY (—6M USD)

» R & D Project to develop software prototype for
@ Service Oriented Infrastructure for utility computing
@ Accelerate knowledge circulation for micro services

» pilot project to initiate another national scale
program
@ led by both private and public sectors
@ Expect to reach the marketplace by 2010
8 Is *NOT*
» targeting a full production level of an SOA
package within the project term
» attempt to develop software from scratch

@ Thanking for many existing grid works
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AIST Grid Technology Research Center

Grid Technology Research Center
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Grid Technology Research Center

Collaboration with industries

“AIST Industrial Transformation Initiative”

B Background and its concept

Project-driven enhancement of industry-academia-government collaboration (Best utilization of
advantage of leaving our status as government official)

B Objectives

“Fusion”: e
p mpanies T
Showing AIST’s overall capacity Companies /\[ Y
T 7 A :
“ CO (0] rd n at 1on . ‘ /" Presentation of needs

~— = Suggestion of themes

Enhancement of industrial "7 = Supply of resonrces

LI r;-"- \\‘\
competitiveness Academe ) Other
“ . . government
Creation”: ministries

New fields in industry and technology

B Research Projects (2005) m 2006

1. The development of transgenic plant factory for 1. Robot Middleware
the production of pharmaceuticals '

2. AIST Service Oriented Architecture (AIST SOA)
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AIST Grid Technology Research Center

Grid Roadmap

SORE | UNIVERSITY
?‘§ G‘ ) UniGrids|| =7 VIRGINIA
25353X, .IIIIIIE
I

EU, US, AP(JP,KR,SIN,TW,CN..) Gm O~
AR&D Invest t | "

i’ ———1 nareo!
o ® .,
_ BUSINESS{STIY COMPUTING PROJECT ™

S Death Valley Stable Grid
= Steep slope ) environment
Standard
framework OGSA |
e =| Standard (commodity)
Globus, Unicore, Ninf We are here. :| Grid package Grid Winter
| L 2 " >
2004 2006 Time 2008 2010
\ Phase #1 \ Phase #2 \ Phase #3 \ “Ideal” Grid

—
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AIST Grid Technology Research Center

Technology Life Cycle (Grid/ZElectricity)

—

Soft PKG
Grid XX

Grid software _ ,
Produ ita Center

o T e

Globus, Unicore Grid Testbed
Ninf, SETI@home

Today

Technology Pilot user

Research Lab




Grid Technology Research Center

AIST
IT resource Utility as gas, water, electricity

*IT resource usage varies at every moment
«IT Utility model as pay-per-use for optimizing capacity

Maximum capacity design Optimized capacity design

IT capacity  “\.

Base usage

Redundant
© O
QD jab}
o g)
8. S Pay per use
= —+
< <
Business model
1st generation 2"d generation 34 generation
RENTAL SELL UTILITY
Buy/Pay | ‘ ASP service @
Renta) fée \ <—b'fi @
’ : E i Hosting > ntenance/
Maintenance | ;
Maintenance/service service !\ __________ Y resource service
New Choice 900 Platform/Service separation

‘70 Client/Server ‘90
R E e i fe S IHFL PR
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AIST Grid Technology Research Center

Changes in our life — INTERNET accessibility

*The Internet populates for personal and business use
*Resulting changes in personal life and business environment

Internet Population Changes

o Internet access ( Work style )

a 82.8%

80%

(Accelerate business speed)

70%

60% [

( Globalization )

55.4%

50%

(Professional Biz/Partnering)

40%

36.2%

( Security awareness )

30%

24.6%
27.5%

25.1%

20% [
19.0%

0% F More ...

Blog

0% . .
1998 1999 2000 2001 2002 2003 2004 2005 IT & Medla COIIaboratlon

N=26,727  N=35189  N=34260 N=39428 N=43709 N=41530 N=43027 N=40850

INTERNET WHITE BOOK 2005
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Grid Technology Research Center

Changes in our life — Business structure

*From Pyramid to Flat for increasing business agility
*Towards Network model in organization and business structure

C

Work style ) @rofessional Biz/PartneringD

C

Globalization " ) ( Globaliz/gtion )

<+«— Information flow

*Vertical integration
*Top down

AR\

R

*Horizontal segmentation *Advanced

*Small Governance *Mutual dependence
*Mutual dependence, autonomic group  *Best mix of Pyramid & Flat
«Coordination oriented

BRI he e T L Pl 11



AIST Grid Technology Research Center

Today, IT does NOT solve any problems

High agility of IT infrastructure for adapting to business opportunities and environment

Desired IT infrastructure ’\\\‘ Current problems

o

USER _
[ e - verl\g%ﬁru Five months to
y * N P construct — we
| APPLICATION ‘. every year need now!
|
! MIDDLEWARE/DB :
I : No common
: 0S | platform to Costly system
l ' share data to achieve
| HARDWARE : with A-corp higher security
! NETWORK :
1
\
\JT Infrastructure y
Easy Don’t want to

pay for unused

customizability CPU cycles

Monolithic IT Infra lacks
flexibility
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Grid Technology Research Center

SOA: Emerging new IT concept
«SOA in the spotlight as an agile IT architecture with changes
| T utility model of pay-per-use to save TCO

Key concept to provide IT infrastructure in “NETWORK” based society
1. SOA concept

Desired IT infrastructure
2. IT as utility

SOA Service Oriented Architecture > > >

/oDefined as a design methodology of building\
a large system as a collection of “SERVICE”

® A “SERVICE” is a set of software for a user to receive
service with standard interface and protocol

® SOA concerns common message communication

interface without caring language of development and ‘
platform to run

® \Web service is a one of promising standard technologies
to enable SOA

BEEA B e e = TR PR 13



AIST Grid Technology Research Center

OK, I know SOA, then

What can the SOA do for us ?

muFEEA E iR e = iR FL PR 14



AIST Grid Technology Research Center

SOA won't solve these problems

WHY 7
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A Dark side in the future

*Today, SOA is a marketing buzzword strategically used by major IT
infrastructure vendors
*Due to difficulty in implementing%ajor IT vendors BUY OUT the new market

IT investment

HI

LO

Build own SOA
-Outsourcing to
Big IT vendor

vertise NEW con
ock-in strategy

-Unable to upgrade
IT infrastructure
-lacking of money
and IT governance
capability

-Sler unable to propose utilit
computing

- Application vendors unable to

develop SOA-ready package

§ue

User companies

IT vendors

T

Widening
GAP

V
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AIST Grid Technology Research Center

Distinguish our target from others

*Demanding for IT infrastructure for a small org or individuals to strengthen competitiveness
*Public support needs — major vendors retain monopoly

User companies IT vendors
IT investment
Cursoring ) Advertse NEW concay
HI Big IT vendors Lock-in strategy
CO@;EQSS 7Value
~Utilize Utilize low
infrastructure cost IT
o with lowering infrastructure
the bar

Provide sharable infrastructure
(AIST mission)

BEEA B e e = TR PR 17




Grid Technology Researc h Center

Oonh!, | see.
What is the technology
enabler ?

Humm... MUST BE THE GRID
©

BEEA B e e = TR PR 18



Grid — a quick look

& No clear definition, changes day by day

Grid / Meta computing
Computing Grid — Virtual Computing Center
high speed computing service ; <
Bio, High energy, Astro
Data Gnd \Large scale data analysis,
G) File service, DB integration - N
— Access Grid, Sensor Grid
o Business Grid S —— ,
Data Center Grid N . Grid Data Center '
- : eGov, Business federation
PC Grid L T
Mega computing/ Cycle :
. \{ Intra Grid }
—— SETI@HOME-like }
I Technical Business future plan 1

Eme A R T AR 19



AIST Grid Technology Research Center

Adopt Grid Technology to Business Scene

IT resource Virtualization/ provisioning/Integration of Web services
Higher resource utilization usage for saving TCO

Automate IT resource management in Data centers

Business Continuity, Business opportunity

¢ 66w

Science grid Business Scene \
HPC Application « Business Application
Bio informatics « Web Service
Weather forecasting, « Engineering/Technical
climate simulation
Structure Analysis J

\

Adopt Grid technology to business
Scene

Higher utilization of IT resources
*Dynamic load balancing

Global load distribution
Global IT resource sharing

wuisRes A R THE 20



AIST Grid Technology Research Center

Autonomous IT Infrastructure @y BizGrid)

& Dynamic provisioning according to the demand for the
resources in case for access spike, system fail.

& Virtualizes computing heterogeneity

over load Server on duty Stand-by
N ™

I~

M: Monitor

[ Fail J
A: Analysis

P: Plan EAutonomous

E: Execution

R E e i fe S IHFL PR
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AIST Grid Technology Research Center

Long long time ago

application application
ﬁ OS
hardware @hardware

& An application program took care of h/w device
& too much complicated in programming

& Less reusability for different configuration (device,
memory, etc) OS ... exrnranas 27




AIST Grid Technology Research Center

Client — Server era simple logic and workflow

& o)
Network
OS OS
—] hardware @hardware

& Split an application into client and server part
& Each runs on separate but networked machines

& Apart logic from the program, servers may be
shrared nusmA EER TR AR 23




AIST Grid Technology Research Center

Introducing Web service

ST e
| Iﬁ%—lﬂ” O Da'pQIEECDaDIDO‘)F]&D OO O0O0Oo0odg o
[~

service| |service service| |service

Web service platform

OS OS OS OS
H/W H/W H/W H/W

& Apart application logic from service component
& An Application consists of a set of services
& But every service sticks on a system (server)

BuiTRiEA EE S I Fo 3 B FL PR 24




AIST Grid Technology Research Center

Grid -
L> >T >application

service| |service service| |service

IT resource : -
[ requei/) Web service platform Hesouree
ﬂ Resource management platform a

OS OS OS OS
H/W H/W H/W H/W

@ Apart logical resources from physical hardware
@ Resource consist of a set of logical resources
BEEA B e e = TR PR 25
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Grid Technology Research Center

INItions according to a di

>>T>61

pplication

(] (0] (0] (0] (] (] (0] (0] wn (0]
< @ 8 3|8 8|8 |88
<. < | IS | |sS <.||s. <. ||s. <. || <]
O — Q|1 O (@) (@) (@) O |11 T ([0
L D @ [[@D |[D D [ [ D D || @D D || ®
r =
Web service platform
X
{ Resource management platform
\
’(WFW VM| VM VMI[[VM| VMV
\\GS\ OS OS | | OS—
l H/W H/\W H/W H/W
chfimer graim virtualization
Multiple services run on a same h/w

R E e i fe S IHFL PR
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AIST Grid Technology Research Center

OK, now entering the AIST-SOA

Perfect Match between
Grid and Semantic technology
(GTRC & ITRI, AIST)

BEEA B e e = TR PR 27



AIST Grid Technology Research Center

AIST SOA project goal

& Considerations:

» Premium QoS for Disaster Recovery Center
network
@ Not be affected by hot spots of general traffic

» Availability of not fully used Data center

@ e.g. Okinawa’s data centers are designed for disaster
recovery backup

» As research, unnecessary to consider legacy
applications
@ Put a new wine in old bottles ©

» Sets of Blade servers are core resource in data
centers
@ Well matured in local management system

BEEA B e e = TR PR 28



AIST Grid Technology Research Center

AIST-SOA: a big picture

AIST-SOA intend to share knowledge and drives new business opportunity

::: Application
Provider

Service

Creator

=

Service

Mediator
—
Vajued knowle@lge :::
module o
Application
Consumer

Common platform to share knowledge

I I I

IT infrastructure

BEEA B s = O 7o P 29



AIST

Grid Technology Research Center

AIST-SOA internal architecture (bottom view)

CONTENT

AIST-SOA

—»

semantic

—
f—

Ontology |
service

~—

S—

S —

Service

eta-informatiof

=

Service |
Registry

OGSA-DAI

AIST-SP+a
Creation/coordination/Executia

Service hosting m/w
ap-server
BPEL engine
+monitoring tool +

Grid Middleware

Guest OS

Heterogeneous resource
CPU, mem, storage, network

Enabled by

b}

QAKA Grid
Hosted by

BEEA B e e = TR PR

30



AIST Grid Technology Research Center

AlIST-SOA enables virtual data center (VDC)

Virtual Data Center provides a single resource service interface infrastructure as if it is a BIG and
SCALABLE data center to perform services

AIST-SOA includes a middleware package to produce a virtual data center based on SOA concept
AIST-SOA does NOT intend to develop a competitive software with major IT venders so called “SOA”

-

users

o= mmm ===

__________

financial

Market DB |
Semantic computing technology §
lower the bar of building complex Er:jeégy

systems

J/

U7

, N
tochastic analysi
service

~N

Economic news
Delivery service |

<
—
c
D
O
>
QO
O
D
-
—
D
=

Global weather )
forcasting

Create a virtual data center
consisting of many iDCs

iDC

IDCinternet Data Center p
BEEA B e e = TR PR 31



Grid Technology Research Center

Grid evolution: Virtual Data Center

-,
’

. personal group SMB Enteprise

users ‘ N

______________________________________________________________________________________

Software
Test & verification

Disaster Recovery

Software
development

Emergency
response

ASP service

outsource

Virtual Data Ce

< Data Center Grid —
iDC IDC IDC iDC IDC
OSAKA Tokyo Okinawa BKK Dailen

IDCInternet Data center
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AIST Grid Technology Research Center

Use case scenario Car Navi Music Delivery
) o

—— @ { (0) On demand delivery ‘!
New Features of Car Nav

MAP . .
> search ccommendatiop—» Music DL > PLAY > Credit
A A A
l e F - = 1
= = » Text mining service Recommendation e

+ A VISAJ/AMEX

Title/words
top 100 hits

Service coordination

BRI he e T L Pl 33



AIST Grid Technology Research Center

use case scenario Emergency response team

Emergency!! Head Quarters

A

Imagery
traffic condition l

messaging
v

==

Logistics
Simulation

Response
simulation Private

schedule service

HIHTHEA 34



AIST Grid Technology Research Center

Use case scenario GridASP™

@ The GridASP is a utility framework for grid-enabled Application Service
Providers (ASP) that supports technical enterprise applications
& Three independent organizations federate as the ASP

» AP (Application Provider)
@ Application packages and license management

» RP (Resource Provider)
@ Resource management and job execution

» SP (Service Provider)
@ Web portal and mediation between users and RP

ISVs for Life sciences,

: AP
Grl dASP / Automotive, CAE, etc.
ez >) - o
Application % N
License j Ej | WQ//
tAppllcatlon Manager

End users
SP 7

BITEEA E%Eﬂﬁﬁﬁﬁﬁﬁﬁﬁ The GridASP is a registered trademark in Japan

|
|
sl
Il
Il
Illllnih“iih

Mhllllllllnih :

/ il

’’’’’ System Manager

Cluster managed by
RP LSF, SGE, PBS, Condor

il

| Portal system |

35




AIST Grid Technology Research Center

Not just a PAPER WORK !

& Verification of functionality
(2005/10 - 2006/2)

» Application: computational
quantum chemistry

» Evaluation of the GridASP with
different points of view, system
integration, operation, and use

» Collaboration with private
Companies

@ End user: SANKYO CO., LTD.
(pharmaceuticals industry)

@ Portal operation: INTEC web and
Genome Informatics Corporation

@ System Integration: Business
Search Technologies Corporation

@ Feasibility study in realistic situation

(2005/11- )

» 4 Commercial applications, CAE,

CFD, etc.
and 3 free applications,
Chemistry, CG, Bio-, etc.

» Resources in the 2 commercial
Data Centers
and AIST Super Cluster

» 4 Portals by private companies

» 2 System integrators

& Evaluation items

» Use by actual users

» Long period operation

» Accounting information

<~ | SP&AP

End user RP S—
Sankyo /L7 <& > [Portal & > [ Cluster ol
sl | INTEC W&G _ AIST i
S Internet internet
\ e e | B
— AIST super clusters
muFEEA E iR e = iR FL PR 36



Grid Technology Research Center

Summary

& E-Infrastructure is NOT just for e-Science

& From local grid to coordinated (!= global/open) grid

& E-Infrastructure enabled by utility computing

& Opens potential new business market for SMBs

& AIST SOA is a pilot project that people use IT like
electricit

The Project is OPEN to everyone
You, experts here, are always welcome

BEEA B e e = TR PR 37
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Thank You!

BEEA B e e = TR PR 38
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