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Abstract—We study the Gaussian multiple-input, multiple-output broadcast channel, where a base station with $N_T$ antennas transmits $K$ independent messages to $K$ users, each having a single receive antenna. The messages consist of independent, identically distributed Gaussian random variables and we study linear transmission with an end-to-end distortion criterion. By using an already established uplink/downlink duality and a recently discovered special relation between beamforming vectors and channel vectors, we present a closed-form expression for the optimal power allocation in the two-user case. We also outline an iterative algorithm that finds the optimal power allocation for an arbitrary number of users.

I. INTRODUCTION

We consider the Gaussian multiple-input, multiple-output (MIMO) broadcast channel, where a base station with $N_T$ antennas transmits $K$ independent messages to $K$ users, each having a single receive antenna. The messages consist of independent, identically distributed (i.i.d.) complex Gaussian random variables and we study transmission with an end-to-end distortion criterion. The capacity region of the Gaussian MIMO broadcast channel is achievable with dirty-paper precoding (DPC) [1]. Since the messages are independent, we could combine an optimal source code with DPC, achieving the distortion-rate bound for each message, to yield an optimal scheme. However, for the source code and DPC to be optimal, it is in general required that infinite block lengths are used. Motivated by low-delay and low-complexity constraints, we instead turn to analog transmission using linear precoding, where the problem is to determine the optimal beamforming vector and power allocation to use for each user’s message.

Linear precoding is a well-studied topic. The difficulty in solving the problem lies in the fact that the optimal beamforming vector to each user is dependent both on the power allocation and also on the beamforming vectors used to all other users. Especially interesting to us are the results on signal-to-interference-and-noise ratio (SINR) balancing [2], where an uplink/downlink duality is shown to exist. By using this duality, it is shown that one can determine the optimal beamforming vectors by first solving the much simpler dual uplink problem, which includes uplink power allocation and receive beamforming vectors. The uplink problem is simpler because the beamforming vector for each user is independent of the beamforming vectors for the other users. The optimal downlink solution is obtained by using the dual uplink receive beamforming vectors as transmit beamforming vectors and next finding the optimal downlink power allocation. The distortion criterion we will use is the mean-squared error (MSE), which has a close relation to the SINR. The uplink/downlink duality has been shown to also apply to the MSE region [3].

Algorithms based on convex optimization and iterative techniques for determining optimal power allocation and beamforming vectors were proposed in [2] and [3], [4] for the case of SINR and MSE, respectively. The main contribution of this letter is a closed-form solution for the optimal uplink/downlink MSE power allocation in the case of two users. In the case of more than two users, we outline an iterative algorithm that is of the same complexity order as [4] but conceptually simpler.

II. PROBLEM FORMULATION

The linear downlink problem is illustrated in Figure 1 and can be formulated as follows: The source variables $X_i$, $i = 1, \ldots, K$, are to be conveyed to the corresponding $i$th receiver, where $K$ is the number of users. The encoder multiplies each source variable with a beamforming vector, $u_i \in \mathbb{C}^{N_T}$, and a power scaling variable, $\sqrt{P_i}$, and transmits the sum $\alpha(X) = \sum_{i=1}^{K} \sqrt{P_i} u_i X_i$. The source variables, $X_i$, are i.i.d. circularly-symmetric complex Gaussian random variables with unit variance and zero mean, that is, $X_i \sim \mathcal{CN}(0,1)$. The beamforming vectors are of unit norm and the power scaling variables fulfill the relation $\sum P_i \leq P$, where $P$ is the total average power that can be used by the base station. The conjugated channel to user $i$ is described by the vector $h_i \in \mathbb{C}^{N_T}$ such that the received signal can be written as

$$Y_i = \sum_{j=1}^{K} \sqrt{P_j} h_j^H u_j X_j + N_i,$$  \hspace{1cm} (1)

where $N_i \sim \mathcal{CN}(0,1)$ is additive white Gaussian noise (AWGN). The signal-to-interference-and-noise ratio (SINR) can now be expressed as $\text{SINR}_i = \sum_{j \neq i} P_j h_j^H u_j u_j^H h_i + 1$, and the MSE of the linear minimum MSE (MMSE) estimator $\hat{X}_i = E[X_i|Y_i]$, expressed in terms of the SINR [5], becomes

$$\text{MSE}_i = E[|X_i - \hat{X}_i|^2] = \frac{E[|X_i|^2]}{1 + \text{SINR}_i}$$

$$= 1 - \frac{\sum_{j=1}^{K} P_j h_j^H u_j u_j^H h_i + 1}{\sum_{j=1}^{K} P_j h_j^H u_j u_j^H h_i + 1}.$$  \hspace{1cm} (2)
As before, the transmission is disturbed by an AWGN term \( \alpha \). Each transmitted source variable is now estimated by using the linear beamforming vectors \( \mathbf{u}_i \in \mathbb{C}^{N_T} \), \( \|\mathbf{u}_i\|_2 = 1 \), and a scalar scaling \( \gamma_i \) such that \( \hat{X}_i = E[X_i|Y] = \gamma_i \mathbf{u}_i^H Y \). Thus, the SINR of the \( i \)th source variable is

\[
\text{SINR}_i = \frac{Q_i \mathbf{u}_i^H \mathbf{h}_i \mathbf{h}_i^H \mathbf{u}_i}{\left(\sum_{j \neq i} Q_j \mathbf{h}_j \mathbf{h}_j^H + \mathbf{I}\right)\mathbf{u}_i}
\]  

(5)

and the MSE can be obtained in a similar manner as in (2).

Assuming that an arbitrary power allocation \( Q = (Q_1, \ldots, Q_K) \) (i.e., not necessarily fulfilling the power constraint) is given, the uplink formulation makes it possible to minimize the sum-MSE by individually maximizing each user’s SINR. This is done by either of the following two equivalent choices of beamforming vectors [6, Ch. 3]

\[
\mathbf{u}_i^{\text{opt}}(Q) = \frac{\sum_{j \neq i} Q_j \mathbf{h}_j \mathbf{h}_j^H + \mathbf{I}}{\left(\sum_{j \neq i} Q_j \mathbf{h}_j \mathbf{h}_j^H + \mathbf{I}\right)\mathbf{h}_i} \left(\sum_{j \neq i} Q_j \mathbf{h}_j \mathbf{h}_j^H + \mathbf{I}\right)^{-1} \mathbf{u}_i
\]  

(6)

By inserting the optimal beamforming vector from (6) into (5) and using the relation between SINR and MSE, we obtain

\[
\text{MSE}_i^{\text{opt}}(Q) = \frac{1}{1 + Q_i \mathbf{h}_i^H \left(\sum_{j \neq i} Q_j \mathbf{h}_j \mathbf{h}_j^H + \mathbf{I}\right) \mathbf{h}_i}.
\]  

(8)

### A. Properties of Sum-MSE Minimization

The duality relation is such that an MSE point which is achievable in the uplink can also be achieved in the downlink by using the same beamforming vectors [3]. The uplink/downlink power allocations are in general not equal. Yet, in the special case of sum-MSE minimization, it turns out that also the optimal power allocations are equal, that is,

\[
P_i^{\text{opt}} = Q_i^{\text{opt}} \quad i = 1, \ldots, K.
\]  

(9)

This relation stems from the fact that the optimal solution is characterized by the relation

\[
\mathbf{h}_i^H \mathbf{u}_j^{\text{opt}}(Q^{\text{opt}}) = \left(\mathbf{h}_j^H \mathbf{u}_i^{\text{opt}}(Q^{\text{opt}})\right)^* \quad \forall i, j.
\]  

(10)

A proof of (9) and (10) was recently presented in [7], where the Karush–Kuhn–Tucker conditions are used to prove the relations. Although (9) and (10) involves \( Q^{\text{opt}} \), it is not explicit how to find the actual value of \( Q^{\text{opt}} \) without the use of numerical methods. The operational meaning of (10) is that the uplink problem not only is dual to the downlink problem, but at the optimal solutions, the problems are identical.

### IV. TWO-USER CLOSED-FORM SOLUTION

We will now use (9) and (10) to derive a closed-form expression for the optimal power allocation in the two-user case. The solution is divided into four cases depending on whether the channels have the same norm and if they are parallel.

---

**Fig. 1.** Downlink transmission. The source variable \( x_i \) is transmitted to user \( i \), where the vector \( \mathbf{h}_i \) models the channel from the base station to the user. The transmission is disturbed by the additive noise \( n_i \).

**Fig. 2.** Dual uplink problem. The source variable \( x_j \) is transmitted from user \( i \) over a MAC, where the vector \( \mathbf{h}_i \) models the channel from the user to the base station. The transmission is disturbed by the additive noise \( n \).

We would like to find the jointly optimal beamforming vectors \( \{\mathbf{u}_i\} \) and power allocation variables \( \{P_i\} \) such that the following sum-MSE is minimized

\[
\text{MSE} = \sum_{i=1}^{K} \text{MSE}_i.
\]  

(3)

This is a very hard problem due to the fact that even though the power allocation is fixed, the optimal beamforming vector for user \( i \) depends on the beamforming vectors to all other users in a complicated manner, as seen from (2) and (3).

### III. DUAL UPLINK FORMULATION

In [2], it was shown that the problem of SINR balancing can be solved by first solving a dual uplink problem. In the uplink formulation, each optimal receive beamforming vector is independent of the other beamforming vectors and can therefore easily be found for a given power allocation. Due to the close relationship between SINR and MSE, the duality naturally extends to MSE minimization [3].

The dual uplink problem can be formulated as follows: Each user has a source variable \( X_i \sim \mathcal{CN}(0, 1) \), \( i = 1, \ldots, K \), that is to be conveyed to the base station. At the user node, the source variable is multiplied by a power scaling variable, \( \sqrt{Q_i} \), and transmitted to the base station over a multiple-access channel (MAC) as seen in Figure 2. In this formulation, the entries in the channel vector \( \mathbf{h}_i \in \mathbb{C}^{N_T} \) model the paths from the \( i \)th user to each of the \( N_T \) antennas at the base station. As before, the transmission is disturbed by an AWGN term \( Y \sim \mathcal{CN}(0, \mathbf{I}) \). The received signal at the base station can be expressed as

\[
Y = \sum_{i=1}^{K} \sqrt{Q_i} \mathbf{h}_i X_i + N,
\]  

(4)
Proposition 1. Without loss of generality, let \( \| h_1 \| \geq \| h_2 \| > 0 \). The optimal uplink/downlink power allocation in the two-user sum-MSE case is given by

\[
P_{1}^{\text{opt}} = \begin{cases} 
\min(\tilde{P}_1, P) & \text{if } a_2 \neq 0 \text{ and } a_3 \neq 0, \\
P & \text{if } a_2 \neq 0 \text{ and } a_3 = 0, \\
P/2 & \text{if } a_2 = 0 \text{ and } a_3 \neq 0, \\
[0, P] & \text{if } a_2 = 0 \text{ and } a_3 = 0,
\end{cases}
\]

where

\[
a_1 = 2 + P\| h_2 \|^2, \quad a_2 = \| h_1 \|^2 - \| h_2 \|^2 \geq 0, \\
a_3 = \| h_1 \|^2 - \| h_2 \|^2 - \| h_1^H h_2^H \|^2 \geq 0,
\]

\[
\tilde{P}_1 = \frac{-a_1 + \sqrt{a_1^2 + a_3 P a_2 + a_2^2/a_3}}{a_2}.
\]

Proof: Starting with the inner product in (10), we have

\[
h_2^H u_1^{\text{opt}}(P^{\text{opt}}) = \frac{a}{\| h_2 \|^2} \left( \frac{P_2^{\text{opt}} h_2 h_2^H + I}{\| h_2 \|^2} \right)^{-1} h_1
\]

\[
\quad \quad \quad \quad \quad = \frac{h_2^H (I - \frac{P_2^{\text{opt}} h_2 h_2^H}{1 + P_2^{\text{opt}} h_2 h_2^H}) h_1}{\| h_2 \|^2}
\]

\[
\quad \quad \quad \quad \quad = \frac{h_2^H \left( (1 + P_2^{\text{opt}} h_2 h_2^H) I - P_2^{\text{opt}} h_2 h_2^H \right) h_1}{\| h_2 \|^2}
\]

\[
\quad \quad \quad \quad \quad = \frac{h_2^H \left( (1 + P_1^{\text{opt}} h_1 h_1^H) I - P_1^{\text{opt}} h_1 h_1^H \right) h_2}{\| h_2 \|^2}
\]

The power allocation for the second user is easily found since \( P = P_{1}^{\text{opt}} + P_{2}^{\text{opt}} \). Once the optimal power allocation has been determined, the optimal beamforming vectors can be calculated using (6) or (7). For users that are assigned zero power, the beamforming vectors can be arbitrarily chosen. The relation in (10) is therefore not necessarily fulfilled for these users.

V. K > 2 Users

A generalization to \( K > 2 \) users is not straightforward and finding a closed-form solution for this case is still an open problem. We briefly outline an efficient iterative algorithm that takes advantage of the relation in (10). By inserting (7) into (10) and defining \( A \triangleq \sum_{i=1}^{K} P_i h_i h_i^H + I \), it can be shown that, for the optimal power allocation, \( C_j = \| A^{-1} h_j \| = C \) is constant for all \( j \). Given an initial power allocation (e.g., uniform), we propose an algorithm that is based on evaluating \( C_j \) for all users and calculating the arithmetic mean \( \bar{C} \) for users with positive power allocation. Next, the power allocation \( P_j \) is increased proportionally to \( C_j - \bar{C} \) for all users. By updating the powers iteratively, we have been able to find the optimal power allocation for systems with hundreds of users. In each step, one has to take care so that no user has negative power, in which case the power is set to zero, and that the power constraint is fulfilled. The complexity of the algorithm is of the same order as the iterative algorithm presented in [4], that is, \( O(L N_K^2 + K N_T^2) \), where \( L \) is the number of iterations. In comparison, algorithms based on convex optimization have a complexity of \( O(K^{4.5}N_T^{6.5}) \) [3].

VI. CONCLUSIONS

We have considered sum-MSE minimization for the Gaussian MIMO broadcast channel. By using recently discovered properties of this problem, we have derived a closed-form expression for the optimal power allocation in the two-user scenario and proposed a conceptually simple and efficient algorithm that handles an arbitrary number of users. It is not clear how or whether the closed-form solution can be generalized to more than two users. Our hope is that the solution we present can inspire future research on the more general case.
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