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Abstract—The human visual system is highly adaptive to extract structure information for scene perception, and structure character is widely used in perception-oriented image processing works. However, the existing structure descriptors mainly describe the luminance contrast of a local region, but cannot effectively represent the spatial correlation of structure. In this paper, we introduce a novel structure descriptor according to the orientation selectivity mechanism in the primary visual cortex. Researches on cognitive neuroscience indicate that the arrangement of excitatory and inhibitory cortex cells arise orientation selectivity in a local receptive field, within which the primary visual cortex performs visual information extraction for scene understanding. Inspired by the orientation selectivity mechanism, we compute the correlations among pixels in a local region based on the similarities of their preferred orientation. By imitating the arrangement of the excitatory/inhibitory cells, the correlations between a central pixel and its local neighbors are binarized, and the spatial correlation is represented with a set of binary values, which is named as the orientation selectivity based pattern. Then, taking both the gradient magnitude and the orientation selectivity based pattern into account, a rotation invariant structure descriptor is introduced. The proposed structure descriptor is applied in texture classification and reduced reference image quality assessment, as two different application domains to verify its generality and robustness. Experimental results demonstrate that the orientation selectivity based structure descriptor is robust to disturbance, and can effectively represent the structure degradation caused by different types of distortion.

Index Terms—Orientation Selectivity, Excitatory/Inhibitory Interaction, Structure Descriptor, Texture Classification, Image Quality Assessment

I. INTRODUCTION

Structure represents the main visual information of an image, and the human visual system (HVS) is highly adaptive to extract it for image understanding [1, 2]. Since the structural information plays an important role in visual perception, it is widely used in many perception-oriented image processing works, e.g., texture classification [3], image retrieval [4], face detection [5], quality assessment [6], and so on.
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Though structure extraction is popular in many image processing tasks, how to effectively describe structural information is still an open problem. Generally speaking, some local image properties are used for structure analysis [7], such as the first-order statistic values (e.g., mean and variance) [2], the gray-level difference/luminance contrast [8], entropy [9], and so on. These structural descriptors are simple and easy to implement. However, they mainly represent the intensity character of the structure, and cannot effectively represent the spatial correlation [10]. By analyzing the co-occurring pixel values from neighborhood, Ojala et al. [11] introduced some new operators for structure description, within which the character of the spatial joint distribution can be effectively represented. Furthermore, in order to reduce the exponential growth of histogram size in these operators, Ojala et al. [3] adopted the signed gray-level differences to replace the absolute differences, and introduced the classical uniform local binary pattern (LBP) model. Though the LBP model succeeds in describing the spatial correlation of the structure, it is too sensitive to disturbance. Therefore, a more robust structure descriptor, which can effectively represent the intensity and spatial correlation, is required.

In this paper, we turn to investigate the subjective perception on image structure with the orientation characteristic. The human visual system (HVS) is highly sensitive to the orientation information when perceiving an input scene. Since orientation can effectively represent visual content, the local orientation information has been successfully used in many image processing works, such as in scale invariant feature transform (SIFT) based key point detection [12], histogram of oriented gradients (HOG) based human detection [5], and so on. Moreover, the HVS exhibits substantial orientation selectivity for scene perception [13, 14]. Neurophysiology research on visual cognition has found such a kind of neurons in the primary visual cortex, which tune specific orientations according to interactions among these correlated neurons [15]. Meanwhile, there are two spatial opponent types of interaction among these neurons, namely, excitation and inhibition [16]. These neurons with similar stimuli are more possible to tune in excitatory interaction, while those with dissimilar stimuli are more possible to act as inhibitory interaction [17]. The orientation selectivity arises from the arrangement of the excitatory and inhibitory interactions in a local receptive field, within which structure information is extracted in the primary visual cortex for scene perception [18, 19]. Therefore, orientation selectivity in the primary visual cortex reveals the inner mechanism for structure extraction.

Inspired by the orientation selectivity mechanism in the
primary visual cortex [13], we introduce a novel structure descriptor in this paper. Firstly, by imitating the orientation tuning of neurons on visual stimuli, the preferred orientation of each pixel is computed as its gradient direction. Then, the spatial correlation between a central pixel and its surrounding is estimated according to the similarity on their preferred orientations. In order to mimic the excitatory/inhibitory interactions between neurons [16], we adopt the signed direction-similarity to represent the correlation between a central pixel and its surrounding. As a result, the orientation selectivity of each local receptive field can be represented by a set of binary values, which is named as orientation selectivity based pattern. Moreover, the intensity contrast is computed as the gradient magnitude. With the orientation selectivity based pattern and gradient magnitude, a novel structure descriptor is introduced. The applications of the novel structure descriptor on texture classification and reduced reference image quality assessment are demonstrated in Section III.

The rest of this paper is organized as follows. In Section II, the orientation selectivity mechanism in the primary visual cortex is explored, and the orientation selectivity based structural descriptor is introduced. The applications of the novel structural descriptor on texture classification and reduced reference image quality assessment are demonstrated in Section III. Finally, conclusions are drawn in Section IV.

II. ORIENTATION SELECTIVITY BASED STRUCTURE DESCRIPTION

In this section, we firstly give a brief introduction about the orientation selectivity mechanism in the primary visual cortex.

A. Orientation Selectivity Mechanism

The HVS responds preferentially to the edge regions of an input scene [24], that is because neurons in the primary visual cortex (especially in layer 4) exhibit substantial orientation selectivity [25]. Orientation selectivity becomes one of the standard models to interpret how the primary visual cortex performs a complex computation for visual scene understanding [18, 26]. During the past decays, the inner mechanism of orientation selectivity has attracted intense study and debate [25, 27]. The center of the debate is the classic feedforward model, which is proposed by Hubel and Wiesel [13]. In the feedforward model, the origin of orientation selectivity is directly related to the organization of the thalamic inputs to cortical cells [28]. In other words, orientation selectivity emerges at the synapses between the terminals of geniculate relay cells axons and these related cells that they excited [26]. Furthermore, the responses of cortical cells in synapses present two spatial opponent interactions: excitation, when cells are well correlated in activity; inhibition, when cells are anti-correlated or minimally coactivity [29]. The arrangement of the excitatory and inhibitory neurons in a local receptive field represents its tuned orientation [30].

In summary, the thalamic inputs cause excitatory and inhibitory interactions among cortical cells according to the correlations among their preferred orientation, and the two types of interactions play distinct roles in shaping orientation selectivity in the primary visual cortex. An example of orientation selectivity is given in Fig. 1. By imitating the excitatory/inhibitory interactions among cortical cells, we estimate the correlations among central pixels and their neighbors and introduce an orientation selectivity based structure descriptor in the next subsection.

![Fig. 1: The interactions among cortical cells, where '+' means excitation and '-' means inhibition.](image-url)
B. Orientation Selectivity based Pattern

The orientation selectivity mechanism in the primary visual cortex reveals the general rule of feature extraction for visual stimuli recognition [26]. Inspired by the orientation selectivity mechanism, we imitate the excitatory and inhibitory interactions in the local receptive field and design a novel structure descriptor. The feedforward model posits that the orientation selectivity arises from the arrangement of cell responses to a local receptive field [13]; according to this, the orientation selectivity-based pattern can be described as the organization of neighbor pixels. For a pixel \( x \) and its neighborhood \( \mathcal{X} = \{x_1, x_2, \ldots, x_n\} \), the pattern of its spatial correlation \( \mathcal{P} \) can be expressed as

\[
\mathcal{P}(x|\mathcal{X}) = \mathcal{A}(\mathcal{I}(x|\mathcal{X})) = \mathcal{A}(\mathcal{I}(x|x_1, x_2, \ldots, x_n)),
\]

where \( \mathcal{A}(\cdot) \) represents the arrangement of responses, namely, the pattern of correlations between the central pixel and its neighbor pixels; \( \mathcal{I}(x|\mathcal{X}) \) represents the interactions between \( x \) and \( \mathcal{X} \), namely, the spatial correlations between \( x \) and pixels in \( \mathcal{X} \).

Cortical cells in a local receptive field receive thousands of synapses altogether, and therefore, the correlations among \( x_i \in \mathcal{X} \) are complex. For simplicity, in the feedforward model of orientation selectivity, only these synapses between the central cell and its excited cells are explored [13, 26]. According to the feedforward model, we neglect the correlations among \( x_i \in \mathcal{X} \) and reorganize (1) as

\[
\mathcal{P}(x|\mathcal{X}) \approx \mathcal{A}(\mathcal{I}(x|x_i)), \quad i = 1, 2, \ldots, n,
\]

where \( \mathcal{I}(x|x_i) \) is the interaction between \( x \) and \( x_i \).

There are two spatial opponent interactions, namely, excitation (‘+’) and inhibition (‘-’). The interaction type between cortical cell pair is determined by the correlation of their received stimuli. According to the correlation-based rule of synaptic plasticity, cortical cells with similar preferred orientations have a higher probability of connection and respond as excitatory interactions, and vice versa [25, 30]. As shown in Fig. 1, the third stimulus has the same orientation as the last stimulus, and the synapse between them responds as excitation. While the other three stimuli have different orientations with the last stimulus, and their synapses respond as inhibition. Therefore, we try to determine the interaction \( \mathcal{I}(x|x_i) \) according to the preferred orientations of \( x \) and \( x_i \). For an input image \( \mathcal{F} \), the preferred orientation \( \theta \) of each pixel \( x \in \mathcal{F} \) is computed as

\[
\theta(x) = \arctan \frac{G_v(x)}{G_h(x)},
\]

where \( G_h \) and \( G_v \) are the gradient magnitudes along the horizontal and vertical directions, which are computed with the Prewitt filters,

\[
G_h = \mathcal{F} * f_h, \quad G_v = \mathcal{F} * f_v,
\]

\[
f_h = \frac{1}{3} \begin{bmatrix} 1 & 1 & 1 \\ 0 & 0 & 0 \\ -1 & -1 & -1 \end{bmatrix}, \quad f_v = \frac{1}{3} \begin{bmatrix} 1 & 0 & -1 \\ 1 & 0 & -1 \\ 1 & 0 & -1 \end{bmatrix},
\]

\[
\mathcal{I}(x|x_i) = \begin{cases} 1 & \text{if } |\theta(x) - \theta(x_i)| < T \\ 0 & \text{else} \end{cases}
\]

where \( * \) denotes the convolution operation. With (3), (4), and (5), the preferred orientation \( \theta \) of each pixel is acquired, and its range is \( \theta \in [-180, 180] \). An example is shown in Fig. 2. For the pixel locating at the vertical edge, as the yellow circle shown in Fig. 2, its gradient magnitudes are \( G_h=0.33 \) and \( G_v=150.67 \), and its preferred orientation \( \theta=89.87^\circ \). For the pixel locating at the oblique batten, as the red circle shown in Fig. 2, its gradient magnitudes are \( G_h=-9.33 \) and \( G_v=19.33 \), and its preferred orientation \( \theta=122.47^\circ \). While for the pixel locating at the plain region, as the blue circle shown in Fig. 2, its gradient magnitudes are equal to zero, and there is no solution with (3). Since plain regions present different visual contents from the other types of region (e.g., edge and texture region, which have a certain gradient magnitudes), pixels in plain regions have distinct orientation characteristic. Therefore, we set the preferred orientation \( \theta=360^\circ \) (be different from the preferred orientations of other pixels) for pixels in plain regions in this work.

\[
\text{Fig. 2: An example of preferred orientation demonstration.}
\]

The preferred orientation for the central pixel locating at the yellow circle is \( \theta=89.87^\circ \), for the red one is \( \theta=122.47^\circ \). For the pixel in the plain region, as shown in the blue circle, we set its preferred orientation \( \theta=360^\circ \).
be divided into 8 sector domains, i.e., neighborhood local receptive field, the excitatory subfield can these patterns with a same size of excitatory subfield. For a 8-domain. Moreover, the excitatory interactions of the patterns and try to combine the similar ones. During experiment we found that these patterns with same excitatory subfield (where and inhibition ('0').

C. Fundamental Patterns of Orientation Selectivity

By analyzing the response arrangement in a local receptive field, the orientation selectivity based pattern is created in the above subsection. However, the number of pattern increases exponentially with the neighbor number. For example, a local receptive field with 8 neighbors will present 256 different types of patterns.

In order to reduce the number of patterns, we explore the relationships between these orientation selectivity based patterns and try to combine the similar ones. During experiment we found that these patterns with same excitatory subfield (where the excitatory interaction respond) are more correlated and represent much similar response. For example, the patterns [00000011] and [00000110] have a same size of excitatory subfield, as shown in the third column of Fig. 4, the excitatory interactions of the two patterns locating at a 90° sector domain. Moreover, the excitatory interactions of the patterns [00000111] and [0000101] locate in a 135° sector domain, as shown in the fourth column of Fig. 4. Therefore, we combine these patterns with a same size of excitatory subfield. For a 8-neighborhood local receptive field, the excitatory subfield can be divided into 8 sector domains, i.e., \{0°, 45°, · · · , 315°\}. As a result, all of the 256 orientation selectivity based patterns can be located into 8 types of fundamental patterns (P_f) according to their corresponding sector domains, as shown in Fig. 4. Moreover, the fundamental patterns present rotation invariant, e.g., the three patterns [00000001], [00000010], and [00000100] locate at the same sector domain (with 45°), as shown in the second column of Fig. 4, which will be described as a same fundamental pattern (e.g., P_f).

D. Orientation Selectivity based Structure Extraction

A successful image structure descriptor should represent both the spatial correlation and intensity of image content. In the above subsection, the spatial correlation of structure is described with the orientation selectivity based pattern. The intensity of image structure can be computed as the gradient magnitude,

$$\mathcal{M}(x) = \sqrt{(G_h(x))^2 + (G_v(x))^2}. \quad (7)$$

So far, a novel orientation selectivity based structure descriptor \{P_f/M\} is created for image structure extraction. The structural characteristic of an image is usually represented by its structural histogram. Therefore, we calculate the structural information (i.e., \{P_f/M\}) of all pixels to build a structural histogram. There are two kinds of mapping methods for structural histogram construction: 1) directly calculate the number of structural patterns; 2) considering the contribution of gradient magnitude and calculate the weighted distribution of structural patterns. For the first condition, the structural histogram, which is named as Orientation Selectivity based Structural histogram (OSS), is mapped as,

$$H(k) = \sum_{x=1}^{N} \delta(P_f(x), P_f^k), \quad (8)$$

$$\delta(P_f(x), P_f^k) = \begin{cases} 1 & \text{if } P_f(x) = P_f^k, \\ 0 & \text{else} \end{cases} \quad (9)$$

where N is the dimension of the image \(\mathcal{F}\), and \(P_f^k\) is the \(k\)-th fundamental pattern.

For the second condition, the contribution of gradient magnitude of structure is considered, and the weighted structural histogram, which is named as Weighted Orientation Selectivity based Structural histogram (WOSS), is mapped as,

$$H_w(k) = \sum_{x=1}^{N} w(x) \delta(P_f(x), P_f^k), \quad (10)$$

where \(w(x)\) is the weight factor due to the gradient magnitude, and we simply set \(w(x)=\mathcal{M}(x)\) in this paper.

In (8) and (10), the bin number of the structural histogram is determined by the number of the fundamental patterns. For a 8-neighborhood local receptive field, it has 8 different types of fundamental patterns, and therefore, an image can be mapped into a 8-bin histogram.

III. EXPERIMENTAL RESULTS

The orientation selectivity based structure is quite consistent with subjective perception. In order to demonstrate the effectiveness, we apply the proposed structure descriptor for texture classification. Moreover, it is used to extract structural information from distorted image for quality assessment.

A. Texture Classification

In this subsection, the rotation invariance property of the orientation selectivity based structure is firstly illustrated. Three images with the same texture but different rotation angles (with 0°, 45°, and 90°, respectively) are shown in Fig. 5, and their corresponding OSS based histograms are shown in Fig. 6 (in which the 1th bin corresponds to patterns with angles 0° in Fig 4, the 2th bin corresponds to 45°, · · · , the 8th bin corresponds to 315°). As can be seen, the OSS histograms of the three images are quite similar, especially
The combination of orientation selectivity based pattern based on their excitation subfield.

Fig. 4: The combination of orientation selectivity based pattern based on their excitation subfield.

Fig. 5: Images with a same type of texture while under three different rotation angles.

Fig. 6: The OSS based histogram for the three texture images in Fig. 5.

for the two texture images with angles 0° and 90° (as the blue and red bars shown in Fig. 6). The OSS histogram of Fig. 6 (b) (with 45° angle) is a little different from that of the other two images, and this is because the content of this image is a little different from the others. In summary, OSS presents rotation invariant for texture description.

Then, the orientation selectivity based structure is adopted for texture classification. In order to compute the structural dissimilarity between two images, the chi-square distance is employed, which could be regarded as the weighted $L^2$-norm between their structural histogram $H_1$ and $H_2$,

$$D(H_1, H_2) = \sum_{k=1}^{n} \frac{(H_1(k) - H_2(k))^2}{H_1(k) + H_2(k)}.$$ (11)

A well accepted texture database, Outex [32], is selected for texture classification experiment. Outex database is composed of 24 classes of textures with three illuminations (‘horizon’, ‘inca’, and ‘t184’) and nine angles (0°, 5°, 10°, 15°, 30°, 45°, 60°, 75°, and 90°). The performance of the proposed method is evaluated according to the classification rate by using the chi-square distance and the nearest neighborhood classifier. Moreover, the classic texture classification method, i.e., local binary pattern (LBP) [3], its improved method LBPV [20] (LBP with variance) and CLBP (considering the local gray level, the sign and magnitude features of local difference) [33], and the local phase quantization method (LPQ) [34] are adopted for comparison. For fair comparison, the size of the neighborhood for all methods is set as $n=8$.

The experiments are carried on two test suites of Outex, namely, Outex_TC_00010 (TC10) and Outex_TC_00012 (TC12), which include the same 24 classes of textures. For the training and testing datasets choosing, we follow the default
setting of Outex. Thus, as in [20, 33], the experimental setups for the two suites of Outex are listed as follows,

- For TC10, these images under ‘inca’ illumination and ‘0’ angle (with a number of 480 images) are chosen for classifier training, and the other images (with a number of 480×8 images) for test.

- For TC12, the classifier is trained under the same training condition as TC10, and tested with all images under ‘t184’ and ‘horizon’ illuminations and nine angles (with a number of 480×2×9 images).

The classification results on TC10 and TC12 are listed in Table I. As can be seen, the proposed OSS achieves 20% – 30% increase against LBP and LPQ on both TC10 and TC12, the proposed WOSS performs similar with LBPV on the two databases, and worse than CLBP which considers more local information than the other methods. Therefore, the proposed structural descriptor is comparable with these improved LBP-based structural descriptors for texture classification.

Furthermore, the proposed structural descriptor is very robust to disturb, while the LBP based structural descriptor is quite sensitive to small disturb. In order to give a clear view about this, the function of white noise on LBP/OSS based histogram is analyzed (Here, we choose LBP/OSS based structural histogram, rather than LBPV/WOSS based histogram. That is because the former is directly based on the number of LBP/OSS, which can better represent the change on structural pattern).

Fig. 7 shows a texture image contaminated by weak white noise (with PSNR=30dB) and strong white noise (with PSNR=23dB) respectively. As shown in Fig. 7 (b), when the image is contaminated by the weak white noise, we can hardly sense the distortion. In other words, the weak white noise in Fig. 7 (b) has limited damage on the structural information. However, the LBP based structural histogram is obviously changed under the weak white noise, as the green bars shown in Fig. 8 (a). Since the weak white noise has limited affection on image orientation, the OSS based histogram is almost invariant under it, as the green bars shown in Fig. 8 (b). When the image is contaminated by strong white noise, its visual structure is obviously distorted, as shown in Fig. 7 (c). Under the affection of strong noise, both of the LBP and OSS based structural histograms are changed, as the red bars shown in Fig. 8. Therefore, OSS is robust for structural information extraction under different levels of noise, which performs quite consistently with the human perception.

In order to present a comprehensive analysis on the robustness of the texture classification algorithms against noise, we carried out the texture classification experiments on white noise contaminated TC10 and TC12 databases. Three different levels of white noise (with PSNR of 30 dB, 27 dB, and 23 dB, under which images represent little, obvious, and severe distortion, respectively) are injected into the two texture databases.

The classification results are listed in Table II, and the decreases of the classification rates against the original results are shown in Fig. 9. As the black curves shown in Fig. 9 (a) and (b), the classification rates based on LBP structure are greatly decreased with the disturbance of the white noise. The LPQ performs much similar with LBP on these contaminated textures. The decreasing rate of OSS is much smaller than that of LBP and LPQ, as shown in Table II, OSS achieves about 40% increase on TC10 against LBP and LPQ under white noise (the increase is about 30% for the original TC10 database), and achieves about 25% increase on TC12 (the original increase is about 20%). WOSS performs quite steady under white noise. As shown in Fig 9, the classification rates are almost unchanged on both databases under weak white noise (PSNR=30dB), decreased a little bit when the noise becomes stronger (PSNR=27dB), and obviously decreased under sever noise (PSNR=23dB). While the classification rate of LBPV is obviously effect by white noise. As a result, WOSS performs much better than LBPV under white noise, as shown in Fig 9, which achieves about 15% increase under sever noise (PSNR=23dB) for both TC10 and TC12 databases. Moreover, though CLBP considers much more local information than other descriptors, WOSS performs as robust as CLBP (as the purple curve shown in Fig 9) on both TC10 and TC12 databases.

According to the analysis above, we can conclude that the proposed orientation selectivity based structure descriptor is robust to noise, and performs comparable with the state-of-the-art algorithms for texture classification.

### B. Image Quality Assessment

In this subsection, the orientation selectivity based structure is used for reduced-reference (RR) image quality assessment (IQA). The effectiveness of the orientation selectivity based structure for representing visual information degradation is firstly demonstrated. Then, we propose a novel RR IQA method, and compare it with three state-of-the-art RR IQA algorithms and three classic full reference (FR) IQA metrics.

It is well known that different types of distortion result in different quality degradations [35]. An example is shown in Fig. 10, where the reference image is distorted by three different types of noise, i.e., additive white Gaussian
Fig. 7: Texture image distorted by different levels of white noise.

(a) Original Image  
(b) PSNR=30dB  
(c) PSNR=23dB

Fig. 8: The robustness of the LBP/OSS based structural histograms.

(a) LBP histogram  
(b) OSS histogram

Fig. 9: Decrease of classification rates under different levels of white noise.

(a) TC10  
(b) TC12
Fig. 10: The boat image distorted by three different types of noise, namely, additive white Gaussian noise (with PSNR=24.7 dB), Gaussian blur (with PSNR=25.1 dB), and JPEG compression noise (with PSNR=24.7 dB).

Fig. 11: Structure degradation under different types of distortion.

Different types of distortion will cause various structure decays. Intuitively, as shown in Fig. 10, the awgn mainly adds random disturbance into the whole image, which causes much more obvious distortion on the plain region (e.g., the sky) than that on the other regions; On the contrary, the gblur mainly weakens the luminance contrast of texture and edge regions, while has limited affection on the plain region; The jpg smooths out some high frequency information, meanwhile, it brings new false edges due to the blockiness artifact.

As a result, the three types of noise generate different
changes on the structural histograms. As the babe blue bars shown in Fig. 11, with the distortion of the awgn, the energies of the first and second bars (corresponding to structures which are more likely to appear in the disorderly regions) are obviously increased, while that for the last bar (corresponding to the structure which is more likely to appear in the plain regions) is decreased. That is because the awgn increases the variance values for most of the image regions, and some plain regions are tuned into disorderly (e.g., the sky). On the contrary, the gblur decreases the variance values for most of the image regions, and tunes some texture regions into smooth ones. As a result, the energies of most bins are decreased, especially for the first and second bars, while the energies of the last bar is increased, as the yellow bars shown in Fig. 11. Since the jpeg creates new edge due to the blockiness artifact, the energy of the sixth red bar which represents edge structure is increased. Meanwhile, the jpeg removes some high frequency information, the energies for the other bars are decreased, especially for the first and second bars. In summary, different types of noise cause different degradations on image structures, and the orientation selectivity based structural histogram can effectively represent the degradations from different types of noise.

According to the analysis hereinabove, we measure image quality according to the change on structural histogram, and introduce a novel RR IQA method. For a test image \( \bar{F} \) (and its corresponding reference image \( F \)), the structural information can be extracted by Eq. (10), and its visual content can be represented by a 8-bin structural histogram. Furthermore, images are composed with many sizes. In order to offer a certain uniformity in scene representation over multiple scales, the eye will automatically zoom in and out according to the viewing condition [36], which results in different projection size of the local receptive field for an object [37]. In order to extract more visual information from an image, a multiscale framework is employed. For simplicity, we down sample the original image and create a L-level pyramid. In this experiment, we set \( L=2 \), and therefore, the structural information of a test image \( \bar{F} \) (and its reference image \( F \)) can be represented by a 16-bin structural histogram \( H_w (H_u) \). The visual content degradation is then measured as the similarity between \( H_u \) and \( H_w \),

\[
S(k) = \frac{2 \hat{H}_w(k) H_u(k)}{\hat{H}_w^2(k) + H_u^2(k)},
\]

where \( k \in \{1, 2, \cdots, 16\} \). As a result, the content degradations on all of the 16 bins are acquired.

Since each bin represents an individual structural pattern, its change results in different quality degradation. Therefore, we employ the support vector machine regressor (SVR) rather than equally accumulation for feature pooling. Here, the LIBSVM package [23] is adopted to implement the SVR with a radial basis function kernel, and the quality score of an image is predicted as,

\[
Q_s(\bar{F}) = \text{SVR}(S, \text{MOD}),
\]

where \( Q_s \) is the quality score, and MOD is a trained model for regression.

We compare the proposed RR IQA method (which we called WOSS) with three state-of-the-art RR IQA methods (i.e., RRED [22], WNISM [21], and RRVIF [38]) and four classic full-reference (FR) IQA (i.e., SSIM [2], MSSIM [39], FSIM [40], and PSNR [41]). Meanwhile, three popular large databases in the quality assessment society are selected for the comparison experiments: LIVE database [42], including 29 reference images and 799 distorted images cross 5 different types of noise; CSIQ database [43], including 30 reference images and 866 distorted images cross 6 different types of noise; and TID database [44], including 25 reference images and 1700 distorted images cross 17 types of noise.

Since the predicted quality scores from different IQA algorithms always have different ranges, a five-parameter mapping function is adopted to nonlinearly regress the scores into a common space [35],

\[
Q = \beta_1 \left( \frac{1}{2} - \frac{1}{1 + \exp(\beta_2(Q_s - \beta_3))} \right) + \beta_4 Q_s + \beta_5, \tag{14}
\]

where \( \beta_1, \beta_2, \beta_3, \beta_4, \) and \( \beta_5 \) are five parameters to be fitted.

Then, three well accepted performance criteria, namely, linear correlation coefficient (CC), Spearman rank-order correlation coefficient (SRCC), and root mean squared error (RMSE), are employed to judge the performances of different IQA algorithms, which compute the correlations between the regression scores \( Q \) and their corresponding subjective quality scores (i.e., the mean opinion score (MOS) or the different MOS (DMOS)). A good IQA algorithm returns high CC/SRCC values and a low RMSE value. Meanwhile, a better RR IQA algorithm should use less data from reference images and achieve higher prediction accuracy. In this experiment, the quantities of reference data used in WOSS, RRED, WNISM, and RRVIF are 16, 16, 18, and 2, respectively. Meanwhile, the FR IQA metrics use the whole information of the reference image, so the quantities of reference data they used are \( N \) (the size of the reference image).

Firstly, the LIVE database is chosen for performance comparison, which includes five types of noise: JPEG2000 compression noise (j2k), JPEG compression noise (jpeg), additive white Gaussian noise (awgn), Gaussian blur (gblur), and a Rayleigh fast-fading channel simulation noise (ff). Since the proposed IQA method adopts SVR for feature pooling, a train-test procedure is required. In this experiment, 80% of the reference images and their corresponding distorted images in the LIVE database are randomly chosen for training, and the rest for testing (which ensures that no overlap occurs between the training and testing images). Moreover, in order to eliminate performance bias, the random train-test procedure is repeated for 100 times, and the average performance is calculated to return the final result. The performances of the IQA algorithms on the LIVE database are listed in Table III.

As can be seen, WOSS performs better than the other RR IQA algorithms on awgn and gblur, performs almost same with the best RR IQA algorithm on jpeg, and performs quite similar with the best RR IQA algorithm on j2k and ff. Meanwhile, the overall performance of WOSS is better than the other RR IQA algorithms. Furthermore, WOSS performs better than the
FR IQA metrics on gblur, and a slightly worse than the best one on jpg and awgn.

In addition, another two databases, namely, CSIQ and TID, are chosen for comparison. The same train-test procedure as that for LIVE database is adopted, and the performances on the CSIQ and TID databases are listed in Table IV. As can be seen, WOSS performs much better (>20% improvement) than the other RR IQA algorithms on the CSIQ database, and also outperforms the other three RR IQA algorithms on the TID database. Meanwhile, WOSS even performs better than two FR IQA metrics (i.e., PSNR and SSIM) on both CSIQ and TID databases, and is quite comparable with MSSIM and FSIM (FR metrics) on the two databases.

According to the performances on the three large databases, we can conclude that as a RR IQA algorithm, WOSS outperforms the existing RR IQA algorithms, and is quite comparable with the classic FR IQA metrics.

IV. CONCLUSION

In this paper, we have introduced a novel structure descriptor based on the orientation selectivity mechanism of the primary visual cortex. The HVS is highly adaptive to extract structure information for visual perception, and structure character is widely used in perception-oriented image processing tasks, such as image retrieval, face detection, texture classification, quality assessment, and so on. However, existing structural descriptors mainly describe the intensity character, but can not effectively represent spatial correlation of structure. Inspired by the orientation selectivity mechanism, we explore the excitatory/inhibitory interactions among cortex cells for visual structure extraction. By imitating the arrangement of the excitatory/inhibitory cells in a local receptive field, the orientation selectivity based pattern was introduced to represent the spatial correlation of structure. Then, according to the gradient magnitude and the orientation selectivity based pattern, a novel structure descriptor was proposed.

With the novel structure descriptor, image structure was extracted and an orientation selectivity based structural histogram was created to represent the image content. Then, the novel structure descriptor was applied to two different domains of applications, namely, texture classification and reduced reference image quality assessment, to demonstrate its generality and robustness. Experimental results on texture classification demonstrated that the proposed structure descriptor is rotation invariant, and it is robust to disturbance. Experimental results on reduced reference image quality assessment demonstrated that the proposed structure descriptor can effectively represent degradation on visual content, and it performs quite consistently with human perception.
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<table>
<thead>
<tr>
<th>DB</th>
<th>Algo.</th>
<th>Crit.</th>
<th>RR</th>
<th>FR</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSIQ</td>
<td>CC</td>
<td>0.901</td>
<td>0.695</td>
<td>0.696</td>
</tr>
<tr>
<td></td>
<td>SRCC</td>
<td>0.895</td>
<td>0.773</td>
<td>0.705</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.113</td>
<td>0.189</td>
<td>0.189</td>
</tr>
<tr>
<td>TID</td>
<td>CC</td>
<td>0.782</td>
<td>0.712</td>
<td>0.572</td>
</tr>
<tr>
<td></td>
<td>SRCC</td>
<td>0.759</td>
<td>0.702</td>
<td>0.495</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.829</td>
<td>0.943</td>
<td>1.101</td>
</tr>
</tbody>
</table>


