Dissolved organic carbon dynamics in anaerobic sediments of the Santa Monica Basin
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Abstract

Cycling of dissolved organic carbon (DOC) was investigated in anoxic sediments of the Santa Monica Basin, California Borderland, by analyzing the concentration and isotopic signatures (Δ14C and δ13C) of pore-water DOC and dissolved inorganic carbon (DIC), and organic compound classes extracted from the bulk sediments. DOC and DIC increased across the sediment–water interface, indicating net efflux of these solutes out of the sediments. Throughout the depth interval examined (0–30 cm), the Δ14C value of DOC (Δ14CDOC) was similar to, or higher than, that of bulk sedimentary particulate organic carbon (POC), indicating degradation of relatively 14C-rich components of POC. There were prominent peaks in both Δ14CDOC and Δ14CDIC in the uppermost 2 cm of the sediment column, indicating degradation and remineralization of 14C-rich, labile organic matter in the near-surface sediments. However, below these sub-surface maxima, Δ14CDOC and Δ14CDIC decreased with depth by ~200‰ and ~50‰, respectively. Given the diffusive time scales, these decreases were too large to be explained by 14C loss due to radioactive decay. To help explain these observations, we constructed and implemented a selective degradation model that considers bulk pore-water DOC to be the sum of three kinetically- and isotopically-distinct sub-components. Based on this model, the most reactive DOC fraction, which supported ~60% of the DIC production, had a Δ14C value indicating the presence of bomb-14C. The intermediate fraction had a Δ14C value of ~60‰ and accounted for most of the pore-water DOC standing stock. The least reactive fraction was virtually non-reactive in these sediments, and had a Δ14C value of ~500‰. The benthic DOC flux of this 14C-depleted, poorly-reactive DOC fraction may represent a source of pre-aged, refractory DOC to the oceans.

1. INTRODUCTION

Continental margin sediments play a key role in the marine and global cycles of carbon through active organic matter degradation and burial (Hedges and Keil, 1995; Burdige, 2007). While particulate organic carbon (POC) undergoing degradation is mostly remineralized to dissolved inorganic carbon (DIC) and inorganic nutrients, it has been found that ~10% of POC undergoing degradation accumulates as dissolved organic carbon (DOC) in the pore waters (Alperin et al., 1999; Burdige, 2002; Fig. 1). This net DOC production in turn supports an efflux of DOC out of the sediments to the water column. Globally, marine sediments are estimated to supply DOC to the water column at a rate comparable to global riverine DOC fluxes (~0.18 Gt yr⁻¹; Burdige et al., 1999). Despite this quantitative importance, the significance of net DOC production in the marine carbon cycle remains unclear, because of a lack
of understanding of the mechanism for DOC production, and the composition and reactivity of DOC that accumulates in the pore waters.

Pore-water DOC composition has been investigated through quantification of specific compounds (e.g., short-chain organic acids, amino acids; Sansone and Martens, 1998; Burdige and Martens, 1990) and major classes of biomolecules (Lomstein et al., 1998; Burdige et al., 2000). These studies show that such identifiable components can be relatively abundant near the sediment–water interface, but overall are a minor fraction of the pore-water DOC pool due to their high reactivity. The majority of pore-water DOC instead consists of moieties that are not readily characterized by conventional analytical techniques (Burdige, 2001, 2002). This apparent structural complexity of pore-water DOC is consistent with findings from ultra-high-resolution mass spectrometry (Koch et al., 2005; Tremblay et al., 2007; Schmidt et al., 2011). Investigation into the molecular size distribution of pore-water DOC further shows that with the exception of near-surface sediments where high-molecular-weight (>1 kDa) DOC is relatively abundant, pore-water DOC is dominated by components of lower molecular weight (Burdige and Gardner, 1998). This has led to the hypothesis that analogous to DOC in the water column (Amon and Benner, 1996), most pore-water DOC consists of highly degraded, low-molecular-weight material of limited reactivity (Burdige and Gardner, 1998). The presence of poorly-reactive DOC in sediment pore waters has been supported by laboratory incubation experiments (Hee et al., 2001; Komada et al., 2012), and through modeling studies (Burdige, 2002; Komada et al., 2004).

The occurrence of DOC that resists degradation in the pore waters leads to two major questions (Fig. 1). First, how is refractory DOC produced in sediments, and how is its production related to the overall degradation and remineralization of organic carbon (OC) in the sediments? There are two standing hypotheses for the origin of recalcitrant DOC in sediments: production within the pore waters themselves through alteration of originally labile monomers (pore water size reactivity model; Burdige and Gardner, 1998), and production of refractory DOC directly from DOC hydrolysis (Robador et al., 2010; Komada et al., 2012). Second, what is the composition of DOC that is exported to the water column, and what is the fate of this material in the water column? Modeling studies show that the benthic flux is dominated by labile, high-molecular-weight DOC whose production rate is high near the sediment–water interface (Burdige, 2001, 2002). This suggestion is consistent with high Δ14C values reported for pore-water DOC collected from the suboxic to anoxic sediments of the Santa Monica Basin (SMB), California Borderland, and Station N, located on the continental rise of the eastern North Pacific Ocean (Bauer et al., 1995). However, benthic DOC fluxes must also be supported at least in part by refractory DOC (Fig. 1). The significance of benthic DOC fluxes in the marine carbon cycle would depend strongly on the magnitude of this refractory DOC flux, and the reactivity of this material in the oxic water column (Alperin et al., 1999).

The goal of this study was to further investigate the mechanism of pore-water DOC accumulation, and to better understand the role of pore-water DOC in the overall organic matter degradation process. To achieve these goals, we determined 14C and 13C signatures of pore-water DOC and DIC in the suboxic to anoxic sediments of the Santa Monica Basin (SMB), California Borderland, and analyzed them using a selective degradation model. The 14C signatures were used as proxies for OC reactivity, where high 14C abundance (high Δ14C, young radiocarbon age) was interpreted to indicate the presence of young, reactive material, and low 14C abundance (low Δ14C, old radiocarbon age) was interpreted to indicate the presence of aged material of limited reactivity (e.g., Trumbore, 2000; Mayorga et al., 2005; Repeta and Aluwihare, 2006; Blair and Aller, 2012; Fig. 1). As shown below, results obtained applying our selective degradation model to the pore water data support these assumptions. Finally, in addition to pore water constituents, we applied 14C and 13C measurements to
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POC at the bulk and compound-class levels to help evaluate the components of POC undergoing hydrolysis and oxidation.

2. METHODS

2.1. Study site and sampling

Sediment cores were collected from the SMB, an inner basin of the California Borderland with a maximum water depth of 910 m, and sill depth of 725 m (Gorsline, 1992). The sediments of the basin floor are laminated (Christensen et al., 1994) due to low dissolved oxygen in the bottom waters (<10 μmol kg⁻¹ O₂) which severely limits the population of benthic macrofauna. Bottom-water dissolved oxygen concentration at the time of sampling was ~2 μmol kg⁻¹. Major sources of sediment to SMB are the Ventura and Santa Clara rivers that discharge to the north of the basin (Gorsline et al., 2000). In addition to vertical particle flux from the surface waters, sediment delivery to the basin floor occurs by lateral transport of suspended fine particles (Huh et al., 1990), as well as in the form of seismically triggered sandy turbidites (Gorsline, 1996; Gorsline et al., 2000). The turbidites vary in magnitude and frequency, from thin (~5 cm thick) sections with a recurrence interval on the order of decades to a century (Gorsline, 1996; Gorsline et al., 2000), to >1 m thick deposits triggered by large events with a recurrence interval of 300–360 yrs (Romans et al. 2009). In between these turbidites are fine-grained deposits characteristic of hemipelagic sedimentation. The sedimentation rate for these layers appears to have remained steady over the last ~7000 yrs (Romans et al., 2009).

Sediment cores were recovered from the center of the SMB using a multicorer aboard the R/V Point Sur in July 2008 (33.749°N, 118.833°W, 900 m water depth). Cores were immediately transferred to a refrigerated van and processed within 2–9 h of recovery. Bottom-water DIC and DOC samples were collected with a Go Flo bottle following DOE (1994) and Beaupré et al. (2007), respectively. In the refrigerated van, sediment cores were extruded in an N₂ atmosphere at intervals of 0.25, 0.5, or 1.0 cm, to a depth of 45 cm. Sediment aliquots were centrifuged in polycarbonate tubes at 4 °C, and the supernatant was collected into pore water samples (aspirated into all-propylene syringes) for 13C and 14C measurements as described above. The evolved CO₂ was dried, quantified, and oxidized by UV ox. The Δ14C values of SRM 4990B (n = 5) and IAEA-C7 (n = 6) fell within ±19‰ and ±15‰ of the consensus values, respectively (Table 1).

Pore-water DIC samples were extracted by cracking the ampoules open under vacuum in the presence of 3 mL of 3 M H₂PO₄ saturated with CuSO₄ (McCorkle et al., 1985; Aller and Blair, 2006). The evolved CO₂ was dried, quantified to determine DIC concentration, and split into borosilicate breakseal tubes for determination of 13C (0.1 mg C sample size) and for 14C (0.1–1.2 mg C sample size). Bottom-water DIC for 13C and 14C concentrations was extracted according to McNichol et al. (1994), quantified, and split for 13C and 14C measurements as described above. Bottom-water DIC concentration was also determined from a separate sample using a Monterey Bay Research Institute-clone DIC analyzer (Waltz and Friederich, 1996), DIC concentrations from the two analyses agreed to within 30 μM.

For determination of bulk POC, sediment was dried and powdered, fumigated with HCl to remove carbonates (Komada et al., 2008), and analyzed using a Costech ECS-4010. Total N was determined on non-fumigated samples. To determine 13C and 14C composition of POC, fumigated sediment was combusted in sealed quartz tubes at 850 °C for 4 h in the presence of CuO wire and Ag foil
for isotopic analyses according to Wang et al. (1998). Purified, quantified, and split as described above. POC chloride–methanol (Fisher GC Resolve) by sonicating at 100°C for 19 h in an N2 atmosphere. The non-hydrolyzable residue was collected as the acid insoluble (AI) fraction. The TL fraction was blown down to dryness, acidified with H3PO4 (Fisher HPLC) and combusted as described above for bulk POC. All AS fractions were lost during combustion due to quartz tube failure, hence the amount and isotopic composition of this fraction were calculated by mass balance (see Section 3.2).

CO2 splits for 14C determination were graphitized using a sealed tube zinc reduction method (Xu et al., 2007), and submitted to the Keck Carbon Cycle AMS Laboratory at UC Irvine for analysis by accelerator mass spectrometry (AMS). CO2 splits for 13C determination were transferred to the Stable Isotope Laboratory at UC Davis for analysis by dual-inlet isotope ratio mass spectrometry. 13C abundances are reported using the δ notation (‰ deviation of the 13C/12C ratio relative to the standard V-PDB). 14C abundances are reported using the Δ14C notation (‰ deviation of the 14C/12C ratio relative to a 19th century wood standard normalized to δ13C of ~−25‰, Stuiver and Polach, 1977).

Sediment porosity was determined by drying known volumes of whole sediment at 80°C to constant weight. The volume of pore water was calculated from the mass difference before and after drying after correcting for salt content.

### Table 1

Δ14C values of radiocarbon standards obtained by UV oxidation (see text).

<table>
<thead>
<tr>
<th>UCID</th>
<th>Size (µg C)</th>
<th>Δ14C (‰)</th>
<th>Error (‰)</th>
<th>Offset (‰)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRM 4990B (consensus value + 33‰)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12652</td>
<td>31</td>
<td>+54</td>
<td>±15</td>
<td>+1</td>
</tr>
<tr>
<td>12721</td>
<td>31</td>
<td>+52</td>
<td>±52</td>
<td>+19</td>
</tr>
<tr>
<td>12653</td>
<td>35</td>
<td>+20</td>
<td>±43</td>
<td>−13</td>
</tr>
<tr>
<td>12417</td>
<td>143</td>
<td>+23</td>
<td>±20</td>
<td>−10</td>
</tr>
<tr>
<td>12453</td>
<td>529</td>
<td>+35</td>
<td>±5</td>
<td>+2</td>
</tr>
<tr>
<td>IAEA-C7 (consensus value − 508‰)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12809</td>
<td>29</td>
<td>−515</td>
<td>±34</td>
<td>−7</td>
</tr>
<tr>
<td>12648</td>
<td>33</td>
<td>−514</td>
<td>±30</td>
<td>−6</td>
</tr>
<tr>
<td>12651</td>
<td>123</td>
<td>−507</td>
<td>±15</td>
<td>+1</td>
</tr>
<tr>
<td>12455</td>
<td>139</td>
<td>−523</td>
<td>±13</td>
<td>−15</td>
</tr>
<tr>
<td>12650</td>
<td>459</td>
<td>−513</td>
<td>±4</td>
<td>−5</td>
</tr>
<tr>
<td>12517</td>
<td>456</td>
<td>−496</td>
<td>±4</td>
<td>+14</td>
</tr>
</tbody>
</table>

a Internal identification numbers.
b Total amount of carbon present in each aliquot.
c Uncertainties reported by the UCI Keck Carbon Cycle AMS Laboratory.
d Deviation from the consensus value.
e Consensus values decay corrected to the year of analysis (2010).

(Brunelle et al., 1992). The evolved CO2 was cryogenically purified, quantified, and split as described above. POC compound classes were extracted from powdered sediment for isotopic analyses according to Wang et al. (1998). Briefly, total extractable lipids (TL) were first recovered by sonicating ~1 mg of sediment in 2:1 (v/v) methylene chloride–methanol (Fisher GC Resolv®). The acid-soluble (AS) fraction was extracted by hydrolyzing the solvent-extracted solids with 6 M HCl (J.T. Baker Instra-Analyzed®) at 100°C for 19 h in an N2 atmosphere. The non-hydrolysable residue was collected as the acid insoluble (AI) fraction. The TL fraction was blown down to dryness, acidified with H3PO4 (Fisher HPLC) and combusted as described above for bulk POC. The AI fraction was dried and combusted as described above for bulk POC. All AS fractions were lost during combustion due to quartz tube failure, hence the amount and isotopic composition of this fraction were calculated by mass balance (see Section 3.2).

3. RESULTS

#### 3.1. Bulk POC

Bulk POC ranged from ~1.3 weight% (wt.%) to ~5.3 wt.% (Fig. 2a), and were about mid-range of bulk POC values reported previously for this site (Huh et al., 1987; Mollenhauer and Eglinton, 2007). POC was constant within the uppermost 2 cm of the sediment column at ~4.8 wt.%, but increased sharply by ~0.5 wt.% at 2.5 cm, then dropped to ~4.3 wt.% and remained largely unchanged to 20 cm (Fig. 2a; Table 2). A large discontinuity was present at 20 cm where POC dropped abruptly to ~1.4 wt.%. In agreement with past studies (Masiello and Druffel, 2003; Mollenhauer and Eglinton, 2007), Δ14CPOC and δ13CPOC also showed large changes across this horizon (Fig. 2b and c). Between ~5 and 18 cm, Δ14CPOC decreased linearly (from about −150‰ to ~200‰) consistent with radioactive decay (Fig. 2b), then dropped sharply across the discontinuity to about −460‰. Above 20 cm, δ13CPOC ranged between −22.6‰ and −21.5‰ suggesting input of predominantly marine OC, but dropped to <−23.0‰ below 20 cm (Fig. 2c). In addition to these shifts, porosity (and by inference grain size), and total N:OC ratio also dropped across this horizon (Fig. 2d). Huh et al. (1987) report porosity profiles for this site that match closely with the present data. We interpret these changes to a switch in the sediment source due to the emplacement of a turbidite (Gorsline, 1996; Gorsline et al., 2000). The depth and timing of the discontinuity (20 cm corresponds to ~480 yrs since time of deposition using the sediment accumulation rate of Christensen et al. 1994), as well as the location of the sampling site, are consistent with an approximately 5 cm-thick turbidite-E reported by Gorsline et al. (2000).

The Δ14CPOC profile showed a second discontinuity at ~2 cm, above which Δ14CPOC was higher by ~40‰ due to incorporation of bomb-14C into the sediments (Table 2; Williams et al., 1992; Pearson et al., 2000; Masiello and Druffel, 2003). Pre-bomb Δ14C of surface-water DIC in this region is ~−80‰ (Williams et al., 1992; Ingram and Soutain, 1996; Pearson et al., 2000).

#### 3.2. POC compound classes

Roughly 50–70% of bulk POC was recovered as the sum of AI and TL fractions (Table 2, Fig. 2a). AI was the dominant fraction in all samples, and amounted to 44–61% of POC above the turbidite, and 70% of POC in the turbidite. A much smaller fraction of bulk POC was recovered as TL (Fig. 2a). Exclusive of the 0–0.5 cm depth interval where Δ14CPOC increased sharply by 13–46‰ due to incorporation of bomb-14C into the sediments (Table 2; Williams et al., 1992; Pearson et al., 2000; Masiello and Druffel, 2003). Pre-bomb Δ14C of surface-water DIC in this region is ~−80‰ (Williams et al., 1992; Ingram and Soutain, 1996; Pearson et al., 2000).

The Δ14CPOC was lower than Δ14CPOC by 13–46‰ (Table 2; Fig. 2b). Exclusive of the 0–0.5 cm depth interval where Δ14CPOC increased sharply by 13–46‰ due to incorporation of bomb-14C into the sediments (Table 2; Williams et al., 1992; Pearson et al., 2000; Masiello and Druffel, 2003). Pre-bomb Δ14C of surface-water DIC in this region is ~−80‰ (Williams et al., 1992; Ingram and Soutain, 1996; Pearson et al., 2000).
beit to a smaller extent. The overall lower \(14^C\) values of AI and TL fractions relative to POC indicated that the AS fraction had \(14^C\) values higher than \(14^C_{POC}\).

Similar to the trends in \(14^C\), both \(13^C_{AI}\) and \(13^C_{TL}\) were consistently lower than \(13^C_{POC}\) (Table 2, Fig. 2c). \(13^C_{AI}\) was lower than \(13^C_{POC}\) by \(\leq 1\%\) throughout the profile. \(13^C_{TL}\) was lower than \(13^C_{POC}\) by \(\approx 2\%\) except within the turbidite where the two values were within 0.5% of each other.

As stated in Section 2.2, all AS fractions were lost due to quartz tube failure during combustion. Therefore, the size and isotopic values of the AS fraction were estimated from POC, AI and TL data using the following equations:

\[
(1 - f)100 = \%AI + \%TL + \%AS_{calc}
\]

(1)

\[
(1 - f)\Delta_{POC}100 = \Delta_{AI} + \Delta_{TL} + \Delta_{AS_{calc}}\%AS_{calc}
\]

(2)

\[
(1 - f)\delta_{POC}100 = \delta_{AI} + \delta_{TL} + \delta_{AS_{calc}}\%AS_{calc}
\]

(3)

Where \(\%AI\), \(\%TL\), and \(\%AS_{calc}\) are the fraction (in %) of bulk POC recovered as AI, TL, and AS, respectively (Table 2), \(f\) is the fraction of the total POC that was lost during general sample processing (0 \(\leq f \leq 1\); note that this is unrelated to the specific loss of the AS fraction), and \(\Delta\) and \(\delta\) are \(14^C\) and \(13^C\) values of component \(i\), respectively. The subscript ‘calc’ is used for all AS values to indicate that they were calculated by mass balance. Eqs. (1)–(3) assume that the \(14^C\) and \(13^C\) values of any fractions that were lost during the extraction process were isotopically identical to those of bulk POC. Previous studies that applied the same extraction procedure to surface sediments from this region found that the bulk \(14^C\) signature can be predicted to within \(\pm 80\%\) by taking the weighted averages of the measured \(14^C\) signatures of AI, TL and AS fractions (Hwang et al., 2005; Komada et al., 2005). With this assumption, values of \(\%AS_{calc}\), \(\Delta_{14^C AS_{calc}}\) and \(\Delta_{13^C AS_{calc}}\) were predicted in two ways: (1) by setting \(f = 0\) to obtain the upper limit for \(\%AS_{calc}\), and lower limits for \(\Delta_{14^C AS_{calc}}\) and \(\delta_{13^C AS_{calc}}\), and (2) by setting \(f\) equal to the maximum value \(f_{max}\) that yielded a positive \(\%AS_{calc}\) value and \(\Delta_{14^C AS_{calc}}\) and \(\Delta_{13^C AS_{calc}}\) signatures that were not prohibitively positive, to obtain the lower limit for \(\%AS_{calc}\), and upper limits for \(\Delta_{14^C AS_{calc}}\) and \(\delta_{13^C AS_{calc}}\). This latter assumption resulted in \(f_{max} = 0.2\) for the non-turbidite layers and \(f_{max} = 0.1\) for the turbidite layer, both of which are within the range of loss estimates reported for surface sediments of this region (\(\approx 0.3\) or less; Hwang et al., 2005; Komada et al., 2005).

The calculated upper and lower limits of \(\%AS_{calc}\) and isotopic values are shown in Table 2 and Fig. 2. \(\%AS_{calc}\) ranged from 18% to 48%, with the highest average value observed in the 0–0.5 cm interval, and the lowest average value in the turbidite. \(14^C_{AS_{calc}}\) ranged from \(-28_{\%}^{\text{oo}}\) to \(+38_{\%}^{\text{oo}}\), and were consistently higher than the corresponding bulk signatures. They were highest within the 0–3 cm interval where the bomb-\(14^C\) signal was evident, and decreased steadily with depth. \(13^C_{AS_{calc}}\) values were also consistently higher than corresponding bulk values, and ranged from \(-21.8_{\%}^{\text{oo}}\) to \(-18.9_{\%}^{\text{oo}}\). These observations are consistent with the AS fraction being enriched in modern marine OC relative to bulk POC.

### 3.3. Pore-water DOC and DIC

DOC increased across the sediment–water interface, formed a broad subsurface maximum in the top \(\approx 20\) cm where it reached as high as 2 mM, then decreased with depth (Fig. 3). Comparison of DOC profiles from multiple cores collected from this site, including those from prior cruises to the same site (Burdige et al., 1999; Burdige, 2002), suggests that the size of this broad sub-surface maximum varies temporally and spatially, but that the DOC concentration at \(\approx 30\) cm is near steady-state at around 0.8 mM. Also, no obvious gradient in DOC could be discerned below 30 cm. This was in contrast to DIC, which increased steadily with depth, and was highly linear below...
Table 2
Carbon content and isotopic values of bulk POC and organic compound classes. All samples were collected from core 9–7. Estimated uncertainties are: wt.% POC \(\pm 0.05\) wt.%; \(\Delta^{14}C_{\text{POC}} \pm 1–2\%_\text{err}; \Delta^{13}C_{\text{AI}} \pm 1–3\%_\text{err}; \Delta^{13}C_{\text{TL}} \pm 1–3\%_\text{err}; \delta^{13}C_{\text{POC}} \pm 0.1\%_\text{err}; \delta^{13}C_{\text{AI}} \pm 0.2\%_\text{err}; \delta^{13}C_{\text{TL}} \pm 0.2\%_\text{err}.

<table>
<thead>
<tr>
<th>Depth interval (cm)</th>
<th>POC SFSU(^a) (wt.%)</th>
<th>(\Delta^{14}C) (%\text{err})</th>
<th>(\Delta^{13}C) (%\text{err})</th>
<th>AI SFSU</th>
<th>%AI(^b)</th>
<th>(\Delta^{14}C) (%\text{err})</th>
<th>(\Delta^{13}C) (%\text{err})</th>
<th>TL SFSU</th>
<th>%TL(^b)</th>
<th>(\Delta^{14}C) (%\text{err})</th>
<th>(\Delta^{13}C) (%\text{err})</th>
<th>AS(_{\text{calc}})^c</th>
<th>%AS(_{\text{calc}})</th>
<th>(\Delta^{14}C) (%\text{err})</th>
<th>(\Delta^{13}C) (%\text{err})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0–0.5</td>
<td>513</td>
<td>4.83</td>
<td>-33</td>
<td>-21.7</td>
<td>622</td>
<td>44</td>
<td>-59</td>
<td>-23.0</td>
<td>575</td>
<td>8</td>
<td>-61</td>
<td>-23.7</td>
<td>35–48</td>
<td>-4 to +17</td>
<td>-20.2 to -19.1</td>
</tr>
<tr>
<td>1.0–1.5</td>
<td>515</td>
<td>4.68</td>
<td>-32</td>
<td>-22.5</td>
<td>623</td>
<td>50</td>
<td>-84</td>
<td>-22.0</td>
<td>571</td>
<td>9</td>
<td>-268</td>
<td>-24.0</td>
<td>27–42</td>
<td>-14 to +38</td>
<td></td>
</tr>
<tr>
<td>1.5–2.0</td>
<td>516</td>
<td>4.87</td>
<td>-34</td>
<td>-22.4</td>
<td>624</td>
<td>61</td>
<td>-168</td>
<td>-23.2</td>
<td>576</td>
<td>5</td>
<td>-232</td>
<td>-24.2</td>
<td>18–35</td>
<td>-108 to -50</td>
<td>-21.0 to -18.9</td>
</tr>
<tr>
<td>2.0–3.0</td>
<td>517</td>
<td>5.26</td>
<td>-71</td>
<td>-22.0</td>
<td>625</td>
<td>60</td>
<td>-159</td>
<td>-22.8</td>
<td>572B</td>
<td>4</td>
<td>-198</td>
<td>-24.4</td>
<td>20–36</td>
<td>-118 to -84</td>
<td>-21.4 to -20.3</td>
</tr>
<tr>
<td>3.0–4.0</td>
<td>512</td>
<td>4.11</td>
<td>-166</td>
<td>-22.3</td>
<td>626</td>
<td>-168</td>
<td>-22.2</td>
<td>577</td>
<td>5</td>
<td>-218</td>
<td>-23.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.0–7.0</td>
<td>519</td>
<td>4.22</td>
<td>-146</td>
<td>-22.4</td>
<td>625</td>
<td>60</td>
<td>-159</td>
<td>-22.8</td>
<td>572B</td>
<td>4</td>
<td>-198</td>
<td>-24.4</td>
<td>20–36</td>
<td>-118 to -84</td>
<td>-21.4 to -20.3</td>
</tr>
<tr>
<td>8.0–9.0</td>
<td>510</td>
<td>4.51</td>
<td>-168</td>
<td>-22.2</td>
<td>626</td>
<td>-192</td>
<td>-22.1</td>
<td>577</td>
<td>5</td>
<td>-218</td>
<td>-23.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.0–11.0</td>
<td>511</td>
<td>4.36</td>
<td>-174</td>
<td>-21.5</td>
<td>626</td>
<td>-192</td>
<td>-22.1</td>
<td>577</td>
<td>5</td>
<td>-218</td>
<td>-23.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12.0–13.0</td>
<td>512</td>
<td>4.56</td>
<td>-186</td>
<td>-21.8</td>
<td>627</td>
<td>63</td>
<td>-231</td>
<td>-23.0</td>
<td>573A</td>
<td>3</td>
<td>-280</td>
<td>-24.0</td>
<td>30–44</td>
<td>-184 to -161</td>
<td>-20.4 to -19.1</td>
</tr>
<tr>
<td>15.0–16.0</td>
<td>513</td>
<td>4.04</td>
<td>-199</td>
<td>-22.0</td>
<td>628</td>
<td>70</td>
<td>-204</td>
<td>-23.9</td>
<td>574</td>
<td>5</td>
<td>-773</td>
<td>-23.8</td>
<td>18–27</td>
<td>-283 to -177</td>
<td>-21.8 to -20.0(^d)</td>
</tr>
</tbody>
</table>

\(^a\) Internal identification number.
\(^b\) Fraction (in %) of bulk POC recovered as AI or TL.
\(^c\) All AS values were calculated by mass balance using Eqs. (1)–(3) as described in the text. Estimated ranges were calculated by assuming that up to 20% of POC was lost during processing, except for the 25–26 cm horizon for which a 10% loss was assumed (an assumption of a 20% loss rate resulted in unacceptable values).
\(^d\) Calculated by assuming that the \(\delta^{13}C\) of SFSU629 was identical to that of SFSU628.
~10 cm, indicating upward diffusion of DIC from deeper horizons (Burdige and Komada 2011).

DOC concentrations determined by HTC were consistently lower than DOC determined by UV ox and TSR (Fig. 3). Because this comparison was made only using splits from frozen samples, it is possible that this offset arose from precipitate formation, and the fact that these precipitates tend to be under-sampled during analysis by HTC (Alperin and Martens, 1993; Johnson and Komada, 2011). DOC concentrations in refrigerated samples which did not form precipitates were also relatively low (cores 7–2 and 9–1; Fig. 3). The cause for this is unclear, but could be due to spatial heterogeneity, because DOC loss during refrigerated storage of acidified samples in ampoules has been observed to be minimal, at least for oligotrophic surface ocean waters (Tupas et al., 1994). Because of this variability in DOC profiles, in the model discussed below, we use only UV ox- and TSR-derived DOC concentration data from cores 6–5, 6–7, 8–7, and 10–8 for which isotopic values are also available (Fig. 4a).

$\Delta^{14}C_{DOC}$ increased sharply across the sediment–water interface, from a bottom-water value of −50‰ to as high as −35‰ in the upper 2 cm, then dropped to −240‰ by 30 cm (Fig. 4b and h; Table 3). $\delta^{13}C_{DOC}$ values were −22‰ near the surface and −23.5‰ at 30 cm (Fig. 4c and i). There was considerable inter- and intra-core variability in $\delta^{13}C_{DOC}$ in the uppermost 10 cm of the sediment column, but values converged at depth. $\Delta^{14}C_{DOC}$ exhibited a similar depth trend as $\Delta^{14}C_{DOC}$, but the magnitude of the change was significantly attenuated (total variability of ~50‰ compared to ~200‰ for $\Delta^{14}C_{DOC}$; Fig. 4e and k). $\delta^{13}C_{DIC}$ decreased in an exponential fashion from −0.9‰ in the bottom water to −15.5‰ at 30 cm depth (Fig. 4f and l). $\Delta^{14}C_{DOC}$, $\delta^{13}C_{DIC}$, and $\Delta^{14}C_{DIC}$ values overlapped with those reported previously for this site (Bauer et al., 1995; Berelson and Stott, 2003).

4. DISCUSSION

4.1. POC composition inferred from organic fractions data

Sediments of the inner California Borderland Basins receive POC from various sources with variable C-isotopic signatures. Land-derived POC includes modern biomass and fossil carbon from bedrock weathering and anthropogenic petroleum contamination (Pearson and Eglinton, 2000; Hwang et al., 2005; Komada et al., 2005). $\delta^{14}C$ and $\delta^{13}C$ analyses of specific biomarkers further show that OC produced by terrestrial and marine ecosystems in this region can undergo substantial aging in intermediate reservoirs (such as soils and the continental shelf) prior to reaching the site of permanent burial (Mollenhauer and Eglinton, 2007; Shah et al., 2008; Drenzek et al., 2009).

Although $\delta^{13}C$ values of bulk POC in surface SMB sediments show little variability (~−22‰ to −24‰; Fig. 2; Williams et al., 1992; Gong and Hollander, 1997), $\delta^{14}C$ values of specific lipid biomarkers show much greater variability (~−18‰ to <−40‰) reflecting the heterogeneity in end-member OC sources (Gong and Hollander, 1997; Pearson et al., 2001; Mollenhauer and Eglinton, 2007).

The relative abundances and isotopic values of organic compound classes extracted from SMB sediments were consistent with the presence of variable end-member POC sources to this site. Within the 0–3 cm depth interval, both %TL and %AS_{calc} were elevated relative to deeper horizons (Table 2). The high %AS_{calc} in this depth interval likely reflects the presence of relatively fresh marine-derived OC, as inferred from the high values of $\Delta^{14}C_{AS_{calc}}$ and $\delta^{13}C_{AS_{calc}}$ (Fig. 2b and c). In contrast, high %TL in this depth region appears to be affected by input of fossil lipids.
in addition to surface production, because the subsurface maximum in %TL between 2 and 3 cm coincided with a local minimum in \( \Delta^{14}C_{\text{CTL}} \). This is consistent with the work of Pearson and Eglinton (2000) which shows higher levels of petroleum-derived \( n \)-alkanes in the 0–2.5 cm horizon relative to the 2.5–7.5 cm depth interval at this site.

Between 3 and 20 cm, %AI, %TL and %AS calc did not change significantly with depth (Table 2). Isotopic values of these fractions also tended to parallel those of POC with little variability (Fig. 2b and c). However, across the 20 cm discontinuity, \( \Delta^{14}C_{\text{AI}} \) and \( \Delta^{14}C_{\text{TL}} \) dropped abruptly, with this shift being particularly pronounced for \( \Delta^{14}C_{\text{TL}} \) (almost 500 \(^\circ\)/o). \( \Delta^{13}C_{\text{POC}} \) also dropped from \(-21.9\)^\circ/o to \(-23.4\)^\circ/o, while %AI increased from 53% to 70%. These shifts are consistent with the turbidite layer being enriched in highly reworked, pre-aged material relative to the overlying 0–20 cm section of hemipelagic material. In contrast, \( \Delta^{14}C_{\text{AS-calc}} \) decreased steadily across the 20 cm discontinuity at a rate similar to that observed between 3 and 20 cm. These results suggest that the composition of AI and TL fractions differ significantly between sediments that are supplied to the site via vertical particle flux versus those delivered through major lateral transport events. On the other hand, the composition of the AS fraction appears relatively insensitive to changes in the mode of sediment transport, consistent with this fraction originating mostly from recent surface marine production.

The values of \( \delta^{13}C_{\text{TL}} \) and \( \delta^{13}C_{\text{AS-calc}} \) differed by \( \sim 4\)^\circ/o throughout the core (Fig. 2c). This offset is consistent with isotopic fractionation associated with biosynthesis of these compound classes (Degens et al., 1968; DeNiro and Epstein, 1977). In contrast, the much larger differences between \( \Delta^{14}C_{\text{TL}} \) and \( \Delta^{14}C_{\text{AS-calc}} \) (from \( \sim 500\)^\circ/o to as much as \( \sim 550\)^\circ/o in the turbidite) indicate variable amounts of fossil- and/or pre-aged OC in the TL fraction.

### 4.2. Qualitative analysis of pore-water DOC isotopic composition

Throughout the core, \( \delta^{13}C_{\text{DOC}} \) values generally fell within \( \pm 1\)^\circ/o of \( \delta^{13}C_{\text{POC}} \) and \( \delta^{13}C_{\text{AI}} \) (Fig. 4c and i; Tables 2 and 3), suggesting that DOC was similar to bulk POC and the...
Table 3
Summary of the concentrations and $\Delta^{14}C$ and $\delta^{13}C$ signatures of pore-water DIC and DOC for cores 11–6, 6–7, 8–7, and 10–8 (cast number–core number). Estimated uncertainties are: DIC $\pm 2\%$; DOC$_{UVox} \pm 5\%$; DOC$_{TSR} \pm 8\%$; $\Delta^{14}C_{DIC} \pm 3\%$; $\delta^{13}C_{DIC} \pm 0.4\%$; $\delta^{13}C_{UVox} \pm 0.4\%$. Uncertainties for $\Delta^{14}C$ of DOC processed by UVox (DOC$_{UVox}$) are from the UCI Keck CCAMS report; those for DOC processed by TSR (DOC$_{TSR}$) were derived following Hwang and Druèll (2005).

<table>
<thead>
<tr>
<th>Depth interval (cm)</th>
<th>FFSU$^a$</th>
<th>DIC (mmol kg$^{-1}$)</th>
<th>$\Delta^{14}C$ (%)</th>
<th>$\delta^{13}C$ (%)</th>
<th>UCD$^a$</th>
<th>DOC (mM)</th>
<th>C$^b$</th>
<th>$\Delta^{14}C$ (%)</th>
<th>$\delta^{13}C$ (%)</th>
<th>SFSU$^a$</th>
<th>DOC (mM)</th>
<th>C$^b$</th>
<th>$\Delta^{14}C$ (%)</th>
<th>$\delta^{13}C$ (%)</th>
<th>SFSU$^a$</th>
<th>DOC (mM)</th>
<th>C$^b$</th>
<th>$\Delta^{14}C$ (%)</th>
<th>$\delta^{13}C$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>601A</td>
<td>2.386</td>
<td>−173</td>
<td>−0.89</td>
<td>12643</td>
<td>0.045</td>
<td>375</td>
<td>−504</td>
<td>3</td>
<td>21.9</td>
<td>773</td>
<td>0.56</td>
<td>d</td>
<td>d</td>
<td>−20.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>354</td>
<td>2.50</td>
<td>−164</td>
<td>−2.78</td>
<td>12728</td>
<td>50</td>
<td>−121</td>
<td>25</td>
<td>−23.7</td>
<td>774</td>
<td>0.87</td>
<td>d</td>
<td>d</td>
<td>−22.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>391</td>
<td>2.54</td>
<td>−163</td>
<td>−2.41</td>
<td>12729</td>
<td>0.493</td>
<td>75</td>
<td>−64</td>
<td>17</td>
<td>−22.4</td>
<td>775</td>
<td>0.87</td>
<td>d</td>
<td>d</td>
<td>−21.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.00</td>
<td>390</td>
<td>2.61</td>
<td>−162</td>
<td>−3.67</td>
<td>12810</td>
<td>0.705</td>
<td>108</td>
<td>−37</td>
<td>12</td>
<td>−21.4</td>
<td>777</td>
<td>0.87</td>
<td>d</td>
<td>d</td>
<td>−21.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.25</td>
<td>387</td>
<td>2.76</td>
<td>−159</td>
<td>−3.88</td>
<td>12727</td>
<td>0.619</td>
<td>67</td>
<td>−37</td>
<td>20</td>
<td>−23.8</td>
<td>777</td>
<td>0.87</td>
<td>d</td>
<td>d</td>
<td>−21.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>12724</td>
<td>0.830</td>
<td>138</td>
<td>−35</td>
<td>10</td>
<td>−23.1</td>
<td>777</td>
<td>0.87</td>
<td>d</td>
<td>d</td>
<td>−21.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.75</td>
<td>357</td>
<td>2.79</td>
<td>−156</td>
<td>−4.88</td>
<td>12723</td>
<td>1.321</td>
<td>144</td>
<td>−38</td>
<td>9</td>
<td>777</td>
<td>0.87</td>
<td>d</td>
<td>d</td>
<td>−21.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.00</td>
<td>366</td>
<td>2.94</td>
<td>−159</td>
<td>−4.94</td>
<td>12450</td>
<td>1.168</td>
<td>216</td>
<td>−114</td>
<td>12</td>
<td>−21.3</td>
<td>740</td>
<td>1.21</td>
<td>239</td>
<td>−60</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>12451</td>
<td>1.196</td>
<td>251</td>
<td>−142</td>
<td>10</td>
<td>−21.5</td>
<td>777</td>
<td>0.87</td>
<td>d</td>
<td>d</td>
<td>−21.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.50</td>
<td>382</td>
<td>3.23</td>
<td>−165</td>
<td>−7.00</td>
<td>12451</td>
<td>1.196</td>
<td>251</td>
<td>−142</td>
<td>10</td>
<td>−22.3</td>
<td>777</td>
<td>0.87</td>
<td>d</td>
<td>d</td>
<td>−21.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>12451</td>
<td>1.196</td>
<td>251</td>
<td>−142</td>
<td>10</td>
<td>−22.3</td>
<td>777</td>
<td>0.87</td>
<td>d</td>
<td>d</td>
<td>−21.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.00</td>
<td>352</td>
<td>3.60</td>
<td>−170</td>
<td>−7.94</td>
<td>12454</td>
<td>1.748</td>
<td>611</td>
<td>−138</td>
<td>7</td>
<td>−21.7</td>
<td>770</td>
<td>1.86</td>
<td>321</td>
<td>−136</td>
<td>12</td>
<td>−23.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.50</td>
<td>383</td>
<td>3.90</td>
<td>−176</td>
<td>−9.15</td>
<td>12418</td>
<td>2.123</td>
<td>752</td>
<td>−140</td>
<td>3</td>
<td>−22.0</td>
<td>771</td>
<td>1.93</td>
<td>411</td>
<td>−144</td>
<td>8</td>
<td>−23.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.0–4.5</td>
<td>374</td>
<td>4.16</td>
<td>−181</td>
<td>−10.63</td>
<td>12421</td>
<td>2.094</td>
<td>755</td>
<td>−152</td>
<td>4</td>
<td>−21.8</td>
<td>791</td>
<td>1.84</td>
<td>247</td>
<td>−158</td>
<td>15</td>
<td>−22.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.0–6.0</td>
<td>414</td>
<td>4.10</td>
<td>−182</td>
<td>−11.83</td>
<td>12458</td>
<td>2.121</td>
<td>812</td>
<td>−166</td>
<td>4</td>
<td>−22.2</td>
<td>792</td>
<td>1.81</td>
<td>247</td>
<td>−158</td>
<td>15</td>
<td>−22.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.0–7.0</td>
<td>345</td>
<td>5.31</td>
<td>−196</td>
<td>−13.19</td>
<td>12456</td>
<td>1.121</td>
<td>320</td>
<td>−242</td>
<td>5</td>
<td>−22.9</td>
<td>746</td>
<td>1.83</td>
<td>687</td>
<td>−144</td>
<td>5</td>
<td>−22.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.0–8.0</td>
<td>384</td>
<td>6.52</td>
<td>−207</td>
<td>−15.48</td>
<td>12811</td>
<td>1.195</td>
<td>262</td>
<td>−239</td>
<td>5</td>
<td>−23.3</td>
<td>594</td>
<td>1.12</td>
<td>217</td>
<td>−227</td>
<td>6</td>
<td>−23.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.0–9.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>620</td>
<td>1.07</td>
<td>309</td>
<td>−253</td>
<td>4</td>
<td>−23.8</td>
<td>620</td>
<td>1.07</td>
<td>309</td>
<td>−253</td>
<td>4</td>
<td>−23.8</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a$ Internal identification numbers.

$^b$ Amount of carbon in the $\Delta^{14}C$ split.

$^c$ Bottom water collected from Go Flo bottle.

$^d$ Sample size was insufficient for $\Delta^{14}C$ analysis.

$^e$ FFSU#594 was taken from core 6-5 at the specified depth interval.
AI fraction in chemical composition. \( \Delta^{14}C_{\text{DOC}} \) values were also similar to \( \Delta^{14}C_{\text{POC}} \) and \( \Delta^{13}C_{\text{AI}} \) between 0 and 10 cm (Fig. 4b; Tables 2 and 3). However, below 10 cm, \( \Delta^{14}C_{\text{DOC}} \) generally exceeded \( \Delta^{14}C_{\text{POC}} \) (Fig. 4b), suggesting preferential dissolution of younger components of bulk POC to DOC with increasing depth. It should be noted that while \( \Delta^{14}C_{\text{DOC}} \) values were similar to \( \Delta^{14}C_{\text{AS-calc}} \) at depths > 10 cm, \( \Delta^{13}C_{\text{AS-calc}} \) exceeded \( \Delta^{13}C_{\text{DOC}} \) by \( \sim 2\% \) throughout the core (Tables 2 and 3), suggesting that the AS fraction was not a major source of the pore-water DOC standing stock. We later show through modeling that the AS fraction was likely involved in POC remineralization via DOC intermediates, but that this DOC did not accumulate to any significant extent in the pore water because of its efficient oxidation to DIC.

The \( \sim 200/\text{year} \) drop in \( \Delta^{14}C_{\text{DOC}} \) in the uppermost 30 cm of the sediment column (Fig. 4b) provides additional clues with regards to pore-water DOC composition. Assuming a whole sediment diffusion coefficient for DOC of 44.6 cm\(^2\) yr\(^{-1}\) (Burdige et al., 1992, 1999; Alperin et al., 1994) the time scale for DOC to diffuse over the distance covered by these cores is on the order of a decade, which is far too short for radioactive decay to cause any detectable decrease in \( \Delta^{14}C \) (at \( t_{1/2} = 5730 \) yr). Therefore, this drop in \( \Delta^{14}C_{\text{DOC}} \) is better explained by depth-dependent differential turnover of sub-pools of DOC with distinct \( \Delta^{14}C \) values. The maximum in \( \Delta^{14}C_{\text{DOC}} \) in the uppermost 2 cm is consistent with production of DOC from POC containing bomb-\( ^{14}C \), and the presence of a corresponding peak in \( \Delta^{14}C_{\text{DIC}} \) shows that this DOC was rapidly oxidized to DIC, i.e., that it was labile (Fig. 4e and k). The large decrease in \( \Delta^{14}C_{\text{DOC}} \) below this peak indicates that \( ^{14}C \)-rich DOC was largely confined to the surface sediments, and that bulk DOC became increasingly dominated by relatively \( ^{14}C \)-depleted material with depth. These observations are consistent with net accumulation of \( \Delta^{14}C \)-depleted DOC reported previously for a sediment incubation experiment (Komada et al., 2012), and strongly suggest that bulk DOC consists of at least two sub-pools with distinct isotopic compositions and reactivities.

4.3. Analysis of pore-water DOC using a selective degradation model

4.3.1. Model description

A selective degradation model is proposed to further interpret the data, and to explore the presence of isotopically and kinetically distinct pools of pore-water DOC (Fig. 5). Conceptually, this model is an extension of the multi-G model of Westrich and Berner (1984) that here includes DOC, and tests the idea that isotopically and kinetically heterogeneous DOC is produced and consumed during remineralization of multiple pools of metabolizable organic matter (\( G_m \)). There are \( \geq 2 \) pools of \( G_m \), each characterized with distinct \( \Delta^{14}C \) and \( \Delta^{13}C \) signatures (\( \Delta_i \) and \( \delta_i \)). It is assumed that \( G_m \) is produced by first-order degradation of \( \Delta_i \) with degradation rate constant \( k_i \), and that \( DOC_i \) has the same isotopic values as its parent. This \( DOC_i \) is then oxidized without isotopic fractionation to DIC (Boehme et al., 1996; Penning and Conrad, 2006) with rate constant \( k_{DOC_i} \). These kinetics were implemented in a steady-state, variable-porosity, reactive transport model for carbon species only for the uppermost 45 cm of the sediment column (Tables 4 and 5, Eqs. (4)–(10)). DOC concentrations showed

![Diagram of selective degradation model](image)

**Fig. 5.** Selective degradation model used to simulate pore-water DOC profiles. Metabolizable fraction of bulk POC (\( G_m \)) is divided into \( n \) components, each with its unique degradation rate constant \( (k_i) \) and \( \Delta^{14}C \) and \( \Delta^{13}C \) signatures (\( \Delta_i \) and \( \delta_i \)), respectively, where \( 1 \leq i \leq n \). \( G_m \) is solubilized to DOC, without isotopic fractionation; \( DOC_i \) is then oxidized to DIC without isotopic fractionation. Degradation rates are assumed to be first order with respect to \( G_m \) and \( DOC_i \). In this study, \( n \) was set equal to 3.

**Table 4**

Equations used in the selective utilization model.

\[
\text{DOC} \quad \frac{1}{\partial \text{DOC}} (\partial \text{DOC} / \partial t) = \sum k_i (G_m - k_{DOC_i} \text{DOC}_i)
\]

\[
\frac{1}{\partial \text{DOC}} (\partial \text{DOC} / \partial z) = k_{DOC_i} \text{DOC}_i - k_2 \text{DOC}_i
\]

\[
\frac{1}{\partial \text{DIC}} (\partial \text{DIC} / \partial t) = \sum k_i (G_m - k_{DOC_i} \text{DOC}_i)
\]

\[
\frac{1}{\partial \text{DIC}} (\partial \text{DIC} / \partial z) = k_{DOC_i} \text{DOC}_i - k_2 \text{DOC}_i
\]

\[
D_j = (\text{whole sediment diffusion coefficient for species } j \text{ (see Appendix A)}), \text{ where } \lambda \text{ is the decay constant for } ^{14}C \text{ based on the new half-life (Stuiver and Polach, 1977). } F \text{ is a factor that converts concentration in units of wt.} \% \text{ to mM, and is defined as } F = \left( \rho_{\text{sed}} / 12 \right) \times ((1 - \phi) / \phi) \times 10^4, \text{ where } \rho_{\text{sed}} \text{ is the dry sediment density (assumed to be 2.65), and } \phi \text{ is the porosity (see Eq. (13)). Since } \phi \text{ is a function of depth, so is } F. \ G_m^{15} \text{ and } G_m^{14} \text{ are metabolizable } PO^{15}C \text{ and } PO^{14}C, \text{ respectively, and are defined in Appendix A.}
carbonate and aqueous CO$_2$ were obtained from Schulz and Zabel (2006) for an assumed bottom water temperature of 5°C in pore water DIC from Santa Monica Basin sediments (93.7 ± 2.8%, 3.8 ± 3.5%, and 3.5 ± 2.1%, respectively; i.e., total carbon, 13C and 14C of each
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is the 14C/(total C) ratio of the absolute radiocarbon standard, and $y$ is the year of sample collection. The $F_m$ term in Eq. (12) is the fraction modern value, which is the $\delta^{13}C$-normalized fractional abundance of $^{14}C$ in the sample relative to that in the absolute radiocarbon standard (Stuiver and Polach, 1977; McNichol and Aluwihare, 2007).

Known bottom-water values were used to define the boundary conditions of the model equations at $x = 0$ cm (Table 5). A constant-flux condition was applied at the base of the model (45 cm) for DIC, $DI^{13}C$ and $DI^{14}C$, although the values of the fluxes were used as adjustable fitting parameters. Concentration gradients of DOC, $DO^{13}C$ and

Table 5

Model parameters with prescribed values.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
<th>Units</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>DIC$_0$</td>
<td>Bottom-water DIC concentration</td>
<td>2.39</td>
<td>mM</td>
<td>This study</td>
</tr>
<tr>
<td>DOC$_0$</td>
<td>Bottom-water DOC concentration</td>
<td>45</td>
<td>µM</td>
<td>This study</td>
</tr>
<tr>
<td>$\delta^{13}C_{DOC}$</td>
<td>$\delta^{13}C$ value of bottom-water DIC</td>
<td>$-0.89$</td>
<td>$^\circ^C$</td>
<td>This study</td>
</tr>
<tr>
<td>$\Delta^{13}C_{DOC}$</td>
<td>$\Delta^{13}C$ value of bottom-water DIC</td>
<td>$-173$</td>
<td>$^\circ^C$</td>
<td>This study</td>
</tr>
<tr>
<td>$\delta^{14}C_{DOC}$</td>
<td>$\delta^{14}C$ value of bottom-water DOC</td>
<td>$-21.9$</td>
<td>$^\circ^C$</td>
<td>This study</td>
</tr>
<tr>
<td>$\Delta^{14}C_{DOC}$</td>
<td>$\Delta^{14}C$ value of bottom-water DOC</td>
<td>$-504$</td>
<td>$^\circ^C$</td>
<td>This study</td>
</tr>
<tr>
<td>$D_{seawater}^{DOC}$</td>
<td>DOC seawater free solution diffusion coefficient</td>
<td>194.1</td>
<td>cm$^2$ yr$^{-1}$</td>
<td>See footnote a</td>
</tr>
<tr>
<td>$D_{seawater}^{DIC}$</td>
<td>DIC seawater free solution diffusion coefficient</td>
<td>51</td>
<td>cm$^2$ yr$^{-1}$</td>
<td>See footnote b</td>
</tr>
<tr>
<td>$W$</td>
<td>Mass flux to the sediments</td>
<td>0.013</td>
<td>g cm$^{-2}$ yr$^{-1}$</td>
<td>Christensen et al. (1994)</td>
</tr>
</tbody>
</table>

a Determined as a weighted average of the $D^*$ values for HCO$_3^-$, CO$_2^-$, and aqueous CO$_2$ based on their relative average composition ($\pm 1\sigma$) in pore water DIC from Santa Monica Basin sediments ($93.7 \pm 2.8\%, 3.8 \pm 3.5\%$, and $3.5 \pm 2.1\%$, respectively; $D^*$ values for bicarbonate, carbonate and aqueous CO$_2$ were obtained from Schulz and Zabel (2006) for an assumed bottom water temperature of 5°C).

b Determined using an empirical relationship between log $D^*$ and log molecular weight for known dissolved organic compounds (Burdige et al., 1992; Alperin et al., 1994) assuming that the molecular weight of DOC in porewaters ranged from 0.5 to 5 kDa with a log-average weight of 1.6 kDa.

temporal and spatial variations (Fig. 3), but the general agreement in both concentration and isotopic values among three cores collected in 2008 (Fig. 4a–f) justifies the assumption of steady-state for these calculations. The assumption of steady-state is discussed further below.

A multi-$G$ model was used here over a 1-$G$ model, because it is difficult to explain the asymptotic, non-zero DOC concentration at depth when only one pool of $G_m$ is present (Burdige, 2006). Specifically, establishment of non-zero asymptotic DOC concentrations at depth requires that either: (i) DOC becomes increasingly recalcitrant with depth, or (ii) DOC production equals DOC consumption at depth (Komada et al., 2004; Burdige, 2006). As discussed elsewhere (Burdige and Komada, 2011), it is unlikely that these sediments meet condition (ii). Furthermore, geopolimerization-type reactions that transform reactive DOC components produced from a single $G_m$ precursor into more refractory components are likely to be too slow as compared to the time scales of pore water diffusion or remineralization of these reactive DOC components (e.g., Alperin et al., 1994). We therefore explored condition (i) using a multi-$G$ model (DOC production pathway–b in Fig. 1).

In developing this model we recognize that sedimentation in SMB has varied in time due to episodic deposition of turbidites (Gorsline et al., 2000). Deposition of POC has an additional time-dependent component given that surface-water derived POC deposited to the sediments after ~1960 contains bomb-14C (McNichol and Aluwihare, 2007). Despite this temporal variability with respect to deposition of solid material, we also note that pore water profiles in general approach quasi-steady state relatively rapidly with respect to such time-dependent profiles (see Burdige (2006) and discussions therein). We therefore used a modified steady-state approach to define the instantaneous depth profiles for each of the $G_m$ pool components (i.e., total carbon, 13C and 14C of each $G_m$ pool), then used these depth profiles to define the depth distribution of $DOC_j$ production in the sediments. These were then incorporated into steady-state solutions to the $DOC$ and DIC equations given in Table 4. This approach is described in detail in Appendix A.

The data were best explained with three pools of $G_m$ ($G_{m1}$, $G_{m2}$, and $G_{m3}$), each generating $DOC_1$, $DOC_2$, and $DOC_3$. Bulk DOC was modeled as the sum of these $DOC_j$ pools (Eq. (4)). DIC was calculated by summing the DIC generated from the oxidation of $DOC_j$ (Eq. (4)). $\delta^{13}C$ and $\Delta^{14}C$ profiles of DOC and DIC were derived by solving analogous equations for $\delta^{13}C$ and $\Delta^{14}C$, although equations for $DO^{14}C_j$ and $DI^{14}C$ included radioactive decay as additional loss terms (Eqs. (6), (7), (9) and (10)). Model-derived $^{13}C$ and $^{14}C$ concentrations for DOC and DIC at a given depth, $x$, were converted to $\delta^{13}C$ and $\Delta^{14}C$ values of DOC and DIC as:

$$\delta^{13}C(x) = 1000 \left[ \frac{R \delta C - 1}{R_{PDB}} \right]$$

$$\Delta^{14}C(x) = 1000 \left[ \frac{R \delta C - 1 + 0.001 \cdot (-25)}{1 + 0.001 \cdot 0.01 \cdot R_{abs}(x) \cdot 8267} \right]$$
DO\textsuperscript{13}C were assumed to approach zero at 45 cm. It is clear from the dataset that $\Delta^{14}$C\textsubscript{DOC} and $\delta^{13}$C\textsubscript{DOC} profiles that penetrate deeper into the sediments are needed to assess the validity of this assumption.

Depth-dependent porosity (Fig. 2) was used in these model equations in part to account for the impact of a steep porosity gradient near the sediment surface (due to sediment compaction) on solid phase POC profiles, and in part to incorporate any effects of the presence of the low porosity turbidite on diffusive transport through the sediment column. In spite of these concerns, model results using fixed versus variable porosity were not significantly different. For completeness, we show the variable porosity results here.

The following porosity distribution was used in our model,

$$
\phi = \begin{cases} 
  p_1 + p_2 e^{-p_3 x} - p_4 x & (x < z_{\text{top}}) \\
  p_1 + p_2 e^{-p_3 x} & (z_{\text{bot}} \geq x \geq z_{\text{top}}) \\
  p_1 + p_2 e^{-p_3 x} - p_4 x & (x > z_{\text{bot}}) 
\end{cases}
$$

(13)

where $z_{\text{top}} = 21$ cm, $z_{\text{bot}} = 29$ cm, $p_1 = 0.7$, and $p_1$ to $p_4$ are fitting parameters that were obtained by fitting the first row of Eq. (13) to the porosity data at depths $< z_{\text{top}}$ ($p_1 = 0.87$, $p_2 = 0.09$, $p_3 = 0.48$ cm\textsuperscript{-1}, and $p_4 = 0.00055$ cm\textsuperscript{-1}; Fig. 2d). For model data points above $z_{\text{top}}$ or below $z_{\text{bot}}$, the first derivative of $\phi$ (see Appendix A for details) was determined using,

$$
\frac{d\phi}{dx} = -p_2 p_3 e^{-p_3 x} - p_4
$$

(14)

while for model data points in the turbidite section, we assumed this derivative was equal to zero. Across the upper and lower turbidite boundaries, $\frac{d\phi}{dx}$ was obtained numerically using a centered, finite-difference approximation applied to the set of $\phi$ (versus $x$) values calculated with Eq. (13).

The model equations for DOC and DIC in Table 4 were solved numerically after expanding the diffusive terms in these equations as described in Appendix A. Centered-finite differencing schemes were used to approximate the first and second derivatives in these equations (Boudreau 1997), and to better capture the finer details of the profiles near the sediment–water interface, an uneven grid was used whereby $\Delta x$ increased from 0.005 to 1 cm as a function of depth. For each solute, this approach resulted in an equation at each grid point from 0 to 45 cm. Each set of these equations for a given solute was expressed in matrix form and solved in MATLAB by Gaussian elimination. Isotopic concentrations were converted back to $\Delta^{14}$C and $\delta^{13}$C values using Eqs. (11) and (12) prior to the fitting process described below.

For a given starting set of the 19 fitting parameters (Table 6) six $r^2$ values were obtained by fitting the model equations to the concentrations and isotopic signatures of DOC and DIC. The best fit of the model to the complete data set was obtained by varying these fitting parameters to minimize the average of the six $1 - r^2$ values (referred to here as err). This was carried out in MATLAB using the routine fminsearch.

Table 6: Adjustable model parameters and their best-fit values.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>run-A$^{a}$</th>
<th>run-B$^{b}$</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_{m1}$</td>
<td>Metabolizable POC; highest lability</td>
<td>6.5 0.9</td>
<td>3.2 0.6</td>
<td>wt.%</td>
</tr>
<tr>
<td>$G_{m2}$</td>
<td>Metabolizable POC; intermediate lability</td>
<td>1.9 0.2</td>
<td>2.0 0.4</td>
<td>wt.%</td>
</tr>
<tr>
<td>$G_{m3}$</td>
<td>Metabolizable POC; lowest lability</td>
<td>0.18 0.08</td>
<td>0.14 0.08</td>
<td>wt.%</td>
</tr>
<tr>
<td>$k_1$</td>
<td>Degradation rate constant for $G_{m1}$</td>
<td>0.10 0.02</td>
<td>2.1 $\times$ 10\textsuperscript{-2} 3 $\times$ 10\textsuperscript{-3}</td>
<td>yr\textsuperscript{-1}</td>
</tr>
<tr>
<td>$k_2$</td>
<td>Degradation rate constant for $G_{m2}$</td>
<td>0.7 $\times$ 10\textsuperscript{-2} 0.1 $\times$ 10\textsuperscript{-2}</td>
<td>4.2 $\times$ 10\textsuperscript{-3} 0.9 $\times$ 10\textsuperscript{-3}</td>
<td>yr\textsuperscript{-1}</td>
</tr>
<tr>
<td>$k_3$</td>
<td>Degradation rate constant for $G_{m3}$</td>
<td>($=k_2$)$^{b}$</td>
<td>($=k_2$)$^{b}$</td>
<td>yr\textsuperscript{-1}</td>
</tr>
<tr>
<td>$k_{DOC1}$</td>
<td>Degradation rate constant for DOC\textsubscript{1}</td>
<td>33 9</td>
<td>80 36</td>
<td>yr\textsuperscript{-1}</td>
</tr>
<tr>
<td>$k_{DOC2}$</td>
<td>Degradation rate constant for DOC\textsubscript{2}</td>
<td>0.16 0.06</td>
<td>0.23 0.09</td>
<td>yr\textsuperscript{-1}</td>
</tr>
<tr>
<td>$k_{DOC3}$</td>
<td>Degradation rate constant for DOC\textsubscript{3}</td>
<td>0.9 $\times$ 10\textsuperscript{-4} 0.5 $\times$ 10\textsuperscript{-4}</td>
<td>1.0 $\times$ 10\textsuperscript{-4} 0.6 $\times$ 10\textsuperscript{-4}</td>
<td>yr\textsuperscript{-1}</td>
</tr>
<tr>
<td>$\Delta_1$</td>
<td>$\Delta^{14}$C value of $G_{m1}$</td>
<td>+48 25</td>
<td>+68 43</td>
<td>$%_{\text{iso}}$</td>
</tr>
<tr>
<td>$\Delta_{pre}$</td>
<td>$\Delta^{14}$C value of $G_{m1}$, pre-bomb</td>
<td>-52 40</td>
<td>-58 33</td>
<td>$%_{\text{iso}}$</td>
</tr>
<tr>
<td>$\Delta_2$</td>
<td>$\Delta^{14}$C value of $G_{m2}$</td>
<td>-66 26</td>
<td>-45 23</td>
<td>$%_{\text{iso}}$</td>
</tr>
<tr>
<td>$\Delta_3$</td>
<td>$\Delta^{14}$C value of $G_{m3}$</td>
<td>-520 180</td>
<td>-480 190</td>
<td>$%_{\text{iso}}$</td>
</tr>
<tr>
<td>$\delta_1$</td>
<td>$\delta^{13}$C value of $G_{m1}$</td>
<td>-20.6 0.2</td>
<td>-17 1</td>
<td>$%_{\text{iso}}$</td>
</tr>
<tr>
<td>$\delta_2$</td>
<td>$\delta^{13}$C value of $G_{m2}$</td>
<td>-22.2 0.1</td>
<td>-22.4 0.1</td>
<td>$%_{\text{iso}}$</td>
</tr>
<tr>
<td>$\delta_3$</td>
<td>$\delta^{13}$C value of $G_{m3}$</td>
<td>-27 2</td>
<td>-26 3</td>
<td>$%_{\text{iso}}$</td>
</tr>
<tr>
<td>$\Delta_{DIC}$</td>
<td>$\Delta^{14}$C value of DIC flux at lower boundary</td>
<td>-310 20</td>
<td>-390 70</td>
<td>$%_{\text{iso}}$</td>
</tr>
<tr>
<td>$\delta_{DIC}$</td>
<td>$\delta^{13}$C value of DIC flux at lower boundary</td>
<td>-25.4 0.6</td>
<td>-26 3</td>
<td>$%_{\text{iso}}$</td>
</tr>
<tr>
<td>$J_{DIC}$</td>
<td>Diffusive flux of DIC at lower boundary</td>
<td>-0.32 0.03</td>
<td>-0.24 0.06</td>
<td>mmol m\textsuperscript{-2} d\textsuperscript{-1}</td>
</tr>
<tr>
<td>$J_{DOC}$</td>
<td>Diffusive flux of DOC at lower boundary</td>
<td>(0.00)$^{a}$</td>
<td>(0.00)$^{a}$</td>
<td>mmol m\textsuperscript{-2} d\textsuperscript{-1}</td>
</tr>
</tbody>
</table>

$^{a}$ run-A is the default model run. run-B includes the empirical relationship between benthic DOC and DIC fluxes (Eq. (15)) as an additional fitting constraint.

$^{b}$ To minimize the number of unknown fitting parameters, $k_1$ and $k_2$ were set equal to one another. Preliminary model runs in which they were not set equal to each other resulted in values that were within error of each rate constant. No significant differences were seen in the other fitting parameters using either approach.

$^{c}$ Prescribed (no-flux lower boundary condition).
Given the large number of fitting parameters in the model it was important to ensure that the fitting process found a “global” (versus “local”) minimum value of err. This was carried out using a Monte Carlo approach, which also allowed us to estimate the uncertainty of the fitting parameters in Table 6. Starting with a set of values for the fitting parameters in this table that resulted in a reasonable (eye-ball) fit to the data, each of the values was randomly varied by up to ±50%, and were then used as a starting set of values in *fminsearch* to obtain a set of best fit values as described above. This entire process was repeated several hundred times. In some cases, a fit did not converge on a solution after 10,000 iterations of *fminsearch*; these fitting results were not used in subsequent calculations. Iterations that did converge to a solution were next examined, and those containing non-realistic best-fit values were also not considered further (i.e., negative rate constants or Δ14C values lower than −1000‰). Finally, for the default model run (run-A in Section 4.3.2.1) all best fits whose err value was greater than 0.17 were removed. This threshold value was determined by an examination of a rank ordering of these results by increasing err. Fits that exceeded this threshold were likely obtained in solutions that found a “local” rather than a “global” minimum of err.

The results in Table 6 represent averages and standard deviations of the fitting parameters from fits that satisfied the criteria described above (on average this represented ~90 results, or about one half to one third of the total number of iterations). As the number of acceptable fits increased above ~30–40, there was no significant change in the resulting average values of the fitting parameters, although in some cases there was a slight decrease in their associated uncertainties. The results in Table 6 for run-A had an average value of err equal to 0.161 ± 0.004 (2% RSD), which can roughly be thought of as an average r² value of ~0.84 for the fit of the entire data set to the model.

### 4.3.2. Model results

We show results from two model runs: run-A that uses the default conditions described above, and run-B that includes an additional constraint on benthic DIC and DOC fluxes used in the estimation of err. It will be shown that the results of run-A fit the observed values well, but overestimated the amount of Gm inferred from the bulk POC profile. The cause for this discrepancy is explored through model run-B. We show that while the pool size and rate constant for Gm1 differed significantly between run-A and -B, the overall results with regards to the reactivities and the isotopic compositions of the DOC pools were essentially identical.

#### 4.3.2.1. run-A (default conditions)

The best-fit model results for run-A are shown in Fig. 4a–l. The model captured the major trends in the data with reasonable accuracy including the sharp subsurface peaks in Δ14CDOC (Fig. 4h) and Δ14CDIC (Fig. 4k). The model predicted three isotopically distinct pools of metabolizable POC (Table 6 run-A; Fig. 6a): (1) Gm1, which contained bomb-14C, and was abundant at the sediment–water interface but decayed rapidly within the top 3–4 cm; (2) Gm2, which did not show a bomb-14C signal, but had a modern 14C signature, and was sufficiently long-lived to persist throughout the top 20–25 cm of the sediment column; and (3) Gm3, which had similar reactivity as Gm2, but was much smaller in size, and was

---

**Fig. 6.** Modeled Gm pools and observed bulk POC profiles for (a) model run-A (default conditions), and (b) model run-B (with benthic flux constraint). The four solid lines from left to right are: non-reactive POC (Gnr), Gnr + Gm3, Gnr + Gm3 + Gm2, and Gnr + total Gm. Gnr is arbitrarily set at 4 wt.%. The model ignores the shift in POC across the 20 cm discontinuity. Symbols are bulk POC values measured at, and in close vicinity of, this site: triangles, Huh et al. (1987); diamonds, McManus et al. (2006); squares, Mollenhauer and Eglinton (2007); solid circles, this study.
Table 7
Summary of carbon degradation rates and fluxes.

| $G_m$ (wt.% C) | $\Delta^{13}C$ ($\%_{o}$) | $\Delta^{14}C$ ($\%_{o}$) | Depth-integrated degradation rate$^{a}$ (mmol m$^{-2}$ d$^{-1}$) | Benthic DOC flux (mmol m$^{-2}$ d$^{-1}$) | Benthic DIC flux (mmol m$^{-2}$ d$^{-1}$) | Fraction remineralized to DIC ($\%$)
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Model run-A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G_{m1}$ 6.5</td>
<td>20.6</td>
<td>+48$^b$</td>
<td>1.99</td>
<td>1.11</td>
<td>0.88</td>
<td>44</td>
</tr>
<tr>
<td>$G_{m2}$ 1.9</td>
<td>-22.2</td>
<td>-66</td>
<td>0.59</td>
<td>0.42</td>
<td>0.17</td>
<td>29</td>
</tr>
<tr>
<td>$G_{m3}$ 0.18</td>
<td>-27</td>
<td>-520</td>
<td>0.05</td>
<td>0.05</td>
<td>0.00</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>$J_{B,DOC}$</td>
<td>0.32</td>
<td></td>
<td></td>
<td>0.00</td>
<td>0.32</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>8.6($\pm$0.9)</td>
<td>-21($\pm$3)</td>
<td>+11$^{c}$ ($\pm$21)</td>
<td>2.96</td>
<td>1.58</td>
<td>1.38</td>
</tr>
<tr>
<td>Model run-B</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G_{m1}$ 3.2</td>
<td>-18</td>
<td>+68$^b$</td>
<td>1.00</td>
<td>0.16</td>
<td>0.84</td>
<td>84</td>
</tr>
<tr>
<td>$G_{m2}$ 2.0</td>
<td>-22.4</td>
<td>-45</td>
<td>0.58</td>
<td>0.33</td>
<td>0.25</td>
<td>43</td>
</tr>
<tr>
<td>$G_{m3}$ 0.14</td>
<td>-26</td>
<td>-480</td>
<td>0.04</td>
<td>0.04</td>
<td>0.00</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>$J_{B,DOC}$</td>
<td>0.24</td>
<td></td>
<td></td>
<td>0.00$^c$</td>
<td>0.24</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>5.4($\pm$0.8)</td>
<td>-20$^d$ ($\pm$4)</td>
<td>+12$^{c}$ ($\pm$30)</td>
<td>1.86</td>
<td>0.52</td>
<td>1.33</td>
</tr>
</tbody>
</table>

$^a$ Rates corresponding to $G_m$ were calculated by integrating Eq. (A-5) over the model domain (0–45 cm) using parameters in Tables 5 and 6.

Total rates are the sum of remineralization rates within the model domain and the diffusive flux of DIC from deeper sediments ($J_{B,DOC}$).

$^b$ Pre-bomb value. See Appendix A for details.

$^c$ We assume there is no DOC flux from deeper sediments.

$^d$ Weighted average of the three $G_m$ pools (post-bomb values were used for $G_{m1}$).

significantly depleted in both $^{14}C$ and $^{13}C$. Degradation rate constants of $G_m$ varied by an order of magnitude, from 0.1 yr$^{-1}$ ($k_1$) to 0.7 $\times$ 10$^{-2}$ yr$^{-1}$ ($k_2$ and $k_3$), and were within the range of values expected for this type of sedimentary setting (Middelburg, 1989; Bouduer, 1997). As evident from Table 6 and Fig. 6a, the size of the combined $G_m$ pool (8.6 wt.%) was greater than the observed core-top bulk POC content by a factor of ~2. The combined $G_m$ pool was also a factor of ~7 greater than the observed decrease in bulk POC with depth (~1.5 wt.%; Fig. 6a). Possible explanations for this discrepancy are discussed in Section 4.3.3.

The model yielded degradation rate constants of DOC$^1$, DOC$^2$, and DOC$^3$ that varied by five orders of magnitude (Table 6). DOC$^1$ with a bomb$^{14}C$ signature was produced from rapid decay of $G_{m1}$, resulting in a sharp increase in DOC$^1$ concentration across the sediment–water interface (dashed lines in Fig. 4a and g). However, because of its high reactivity ($k_{DOC} = 33 $± 9 yr$^{-1}$), the concentration of DOC$^1$ peaked at ~1 cm depth, and was largely absent by 5 cm. In contrast, DOC$^2$ with a modern$^{14}C$-signature was sufficiently long-lived to account for the majority of the DOC standing stock at all depths below ~1 cm ($k_{DOC} = 0.16 $± 0.06 yr$^{-1}$; dotted lines in Fig. 4a and g). The concentration of DOC$^2$ increased steadily with depth from the sediment–water interface to ca. 10 cm, then decreased as $G_{m2}$ was gradually consumed (Fig. 6a). Although in the model we assumed identical values for $k_2$ and $k_3$, $k_{DOC}$ was three orders of magnitude lower than $k_{DOC}$, rendering DOC$^2$ virtually non-reactive in these sediments. Because of the limited size of $G_{m3}$ (Table 6), DOC$^3$ increased slowly with depth in the sediment, and accounted for ~50% of the bulk DOC content at 45 cm depth (dash-dot lines in Fig. 4a and g). Although DOC$^3$ was a minor component of the bulk DOC pool in most of the sediment column, given that its $\Delta^{14}C$ value was significantly depleted relative to those of DOC$^1$ and DOC$^2$ (~52$\%_{oo}$ to ~66$\%_{oo}$, Table 6), the presence of DOC$^3$ was essential in reproducing the ~200$\%_{oo}$ drop that was observed in $\Delta^{14}C_{DOC}$ with sediment depth (Fig. 4b and e).

The fit to the $\delta^{13}C_{DOC}$ data also captured the general trends in the data, but compared to $\Delta^{14}C$, there was greater variability in the measured values themselves. Nonetheless, the model predicted a $\delta^{13}C$ value for $G_{m3}$ (~27$\%_{oo}$) that was significantly lower than those for $G_{m1}$ and $G_{m2}$ (~21$\%_{oo}$ to ~22$\%_{oo}$, Table 6). This suggests that $G_{m3}$ may have been relatively enriched in terrestrial OC, and/or that it was enriched in lipids, which are in general depleted in $^{13}C$. Compared to bulk POC (e.g., Hayes et al., 1990), $\delta^{13}C$ values ranging from ~25$\%_{oo}$ to as low as ~43$\%_{oo}$, have been reported for long-chain fatty acids and n-alkanes extracted from SMB sediments (Gong and Hollander, 1997; Pearson and Eglinton, 2000; Mollenhauer and Eglinton, 2007).

4.3.2.2. run-B (with benthic flux constraint). Although the model was able to capture the key features of the observed profiles with reasonable accuracy, the best-fit parameters from run-A predicted a combined $G_m$ pool that significantly exceeded the total bulk POC observed in this study (Fig. 6a). The results of run-A also predicted a benthic DOC flux of 1.58 mmol m$^{-2}$ d$^{-1}$ which was comparable in magnitude to the benthic DIC flux (Table 7). This finding is inconsistent with previous studies that have shown benthic DOC fluxes to be generally smaller than benthic DIC fluxes in continental margin and coastal marine sediments (Alperin et al., 1999; Burdige et al., 1999). To address these inconsistencies, we employed the following relationship between benthic DOC and DIC fluxes reported for the continental margin (Burdige et al., 1999) as an additional fitting constraint in the model:

$$\frac{DF_{DOC}}{DF_{DIC}} = \frac{DOC_{max}}{DIC_{max}}$$

where $DF_{DOC}$ and $DF_{DIC}$ are the benthic DOC and DIC fluxes, respectively, and $DOC_{max}$ and $DIC_{max}$ are the maximum potential DOC and DIC fluxes, respectively. This relationship assumes that the benthic fluxes are linearly dependent on the biogeochemical conditions in the water column. By constraining the benthic fluxes in this way, the model was able to better reproduce the measured benthic fluxes while maintaining the overall fit to the observed data.

The model parameters and constraints were adjusted to minimize the differences between the simulated and observed fluxes, while still capturing the general trends in the data. This approach allowed for a more accurate characterization of the benthic ecosystem processes, and provided a better understanding of the factors controlling the benthic fluxes in this study area.
predicted benthic DOC flux
\[ = 0.36 \times (\text{benthic DIC flux})^{0.29}. \tag{15} \]

To incorporate this constraint into the fitting process, at the end of each iteration we calculated the benthic DIC flux with the model data and Fick’s First Law, then calculated the predicted benthic DOC flux using Eq. (15). An additional term used to calculate error was then determined as

\[ \frac{\text{predicted benthic DOC flux} - \text{modelled benthic DOC flux}}{\text{predicted benthic DOC flux}} \]

(16)

where the modeled benthic DOC flux was similarly determined using model results and Fick’s Law. This new error term was then averaged with the six \(1 - \rho^2\) terms defined earlier (for DOC and DIC concentration, \(\delta^{13}C\) and \(\Delta^{14}C\) depth profiles; see Section 4.3.1) to obtain a new version of the parameter \(err\).

The overall fit of this model run-B to the data is shown in Fig. 4m-x, and the best-fit parameters are shown in Table 6. Introduction of Eq. (15) as an additional constraint lowered the combined \(G_m\) pool by about one third, to 5.4 wt.\% C, which in turn reduced the benthic DOC flux by approximately two thirds, while causing minimal change in the benthic DIC flux (Table 7). The ratio of the benthic DOC flux to the benthic DIC flux based on the results of run-B (0.39) was significantly lower than that in run-A (1.1), but still exceeded the value predicted by Eq. (15) by about 25%.

The drop in the size of the combined \(G_m\) pool in run-B relative to run-A was due to a reduction in the size of the \(G_m\) pool (from 6.5 to 3.2 wt.\% C); \(G_{n1}\) and \(G_{n3}\) pool sizes were largely unaffected. \(k_1\) (and to a lesser extent, \(k_2\)) was also reduced, resulting in deeper penetration of the \(G_m\) into the sediments (Fig. 6). With the exception of \(\delta_1\), which was slightly heavier in run-B, all other fitting parameters were within error of, or close to, those from run-A (Table 6).

Model run-B fit the data as well as run-A in most respects (Fig. 4). However, a key difference was that with the attenuation of \(^{14}C\)-rich \(G_{n1}\) and its degradation rate constant, the prominent subsurface maximum in \(\Delta^{14}C_{DOC}\) was no longer captured (Fig. 4). Furthermore, the discrepancy between observed POC and modeled \(G_m\) remained unresolved; the combined \(G_m\) pool in run-B exceeded the down-core decrease in POC by a factor of 3.6 (Fig. 6).

4.3.3. Reconciling model results and observed data

Although the selective degradation model fit the observed data reasonably well (Fig. 4), both run-A and run-B predicted the presence of large pools of \(G_m\) that are similar in size to, or exceed the total amount of POC observed in the core-top (Fig. 6). In addition, the predicted benthic DOC flux was higher than expected (especially in run-A), and adding the benthic DOC flux constraint in run-B resulted in an underestimation of the \(\Delta^{14}C_{DOC}\) peak present within the uppermost 3 cm of the sediment column. In this section, we discuss possible causes for the discrepancy between modeled and measured values of POC and DOC fluxes.

The lack of agreement between the modeled and observed amount of metabolizable POC could, in part, be explained by spatial variability in POC in these sediments, combined with the fact that POC and DOC samples were obtained from different multicore casts (Tables 2 and 3). Comparison of bulk POC profiles from four studies conducted in this region of the SMB show considerable scatter within the 0–10 cm interval; core-top POC varies by almost a factor of two, from <4 to >6 wt.% (Fig. 6). The cause for spatial variability in POC is unclear. Despite this core-top variability, the four data sets converge below ~10 cm depth. These observations are consistent with a patchy distribution of metabolizable POC in this region of the SMB. Non-uniform distribution of labile POC could cause a discrepancy between the occurrence of labile DOC (derived from \(G_{n1}\)) and bulk POC, because DOC is subject to molecular diffusion while POC is not.

In addition, Huh et al. (1987) provide evidence for sediment mixing in the uppermost 1–2 cm of these sediments. If labile organic floc on the seafloor is mixed into the uppermost few cm of the sediment column and is subsequently solubilized, it could result in an increase in DOC and \(\Delta^{14}C_{DOC}\) with little to no change in the bulk POC profile. Consistent with this suggestion are simple calculations presented in Burdige (2006), which show that for a fixed carbon rain rate to the sediments, the surface POC concentration decreases as bioturbation coefficients increase. Furthermore, the carbon content of sinking POC in the center of the SMB ranges from 5 to 20 wt.% (Williams et al., 1992) providing a possible mechanism for adding organic-rich material to the surface sediments.

The occurrence of sediment mixing is nonetheless puzzling given the low dissolved oxygen concentrations in the central floor of the SMB, and the observed lamination of these sediments. Huh et al. (1987) suspected bottom currents and artificial mixing during core recovery and processing. Alternatively, Prokopenko et al. (2011) and Chong et al. (2012) provide strong evidence for biological transport of bottom-water NO\(_3^–\) into these sediments to 2–3 cm depth. In light of these data, we propose that the disagreement between the model-predicted and observed pool sizes of metabolizable POC may be due to some combination of patchy POC distribution and physical mixing in the top ~2 cm of the sediment column.

A possible explanation for the elevated model-derived benthic DOC flux begins with the observation that the sum of the model-derived benthic DOC and DIC fluxes (1.9 [run-B] to 3.0 [run-A] mmol m\(^{-2}\) d\(^{-1}\); Table 7) agree well with directly determined depth-integrated rates of carbon oxidation reported previously for SMB sediments (1.7–2.7 mmol m\(^{-2}\) d\(^{-1}\); Jahne, 1990; Berelson et al., 1996). This then suggests the possibility that for a fixed POC rain rate to the sediments, the current model fails to adequately partition the net flux of carbon to DOC versus DIC, such that it overestimates the benthic DOC flux. For example, this can be envisioned if there is enhanced remineralization of DOC from \(G_{n1}\) (and perhaps from \(G_{n2}\)) near the sediment surface that is not observable with the ~0.25 cm resolution of our pore water sampling. The overall effect would be to overestimate the pore-water DOC gradient.
and hence the benthic DOC flux, and underestimate the benthic DIC flux, leading to the observed discrepancy between the model-derived DOC:DIC benthic flux ratio and that predicted by Eq. (15).

It is also possible that the benthic DOC flux was overestimated due to an incorrect choice of the DOC diffusion coefficient used in our model ($D'_{\mathrm{DOC}}$; Table 5). Because pore-water DOC is poorly characterized on several levels, the value of $D'_{\mathrm{DOC}}$ used here was based on an empirical log-log relationship between DOC diffusion coefficients and molecular weights, and the assumption that the log-average molecular weight of pore-water DOC is 1.6 kDa (Burdige et al., 1992; Alperin et al., 1994). Therefore, the model will overestimate the benthic DOC flux if pore-water DOC near the sediment-water interface in SMB sediments was dominated by significantly larger molecules. Indeed, if $D'_{\mathrm{DOC}}$ is decreased to ~30% of the default value (14 cm$^2$ yr$^{-1}$ as opposed to 50 cm$^2$ yr$^{-1}$), it is possible to obtain a model fit to the data that is essentially identical to that of $\text{run-A}$ shown in Fig. 4, and at the same time obtain a benthic DOC flux that satisfies Eq. (15). However, this $D'_{\mathrm{DOC}}$ corresponds to a log-average molecular weight of 50 kDa for DOC in these sediments, which is significantly larger than what has been observed previously in marine sediments, including past studies of DOC in SMB sediments (Chin and Gschwend, 1991; Burdige and Gardner, 1998). Hence this explanation will hold only if the DOC encountered in this current study of SMB sediments was distinct in terms of size relative to what was observed previously. Furthermore, the discrepancy between modeled and observed POC is not resolved with this lower $D'_{\mathrm{DOC}}$; the model-derived value for the total $G_m$ pool remained high at 5.5 wt.%. More work is needed to critically examine these possibilities.

### 4.3.4. Inferred composition and fate of metabolizable POC

Degradation of metabolizable POC and its fate as predicted by our model are summarized in Table 7. Regardless of model run, what appears to be contemporary OC of marine origin ($G_{m1}$ and $G_{m2}$) dominated the metabolizable POC fraction. This is consistent with the widely reported preferential loss of $^{14}$C-enriched OC during chemical and biological degradation of POC (e.g., Cherrier et al. 1999; Aller and Blair 2004; Purinton et al. 2008). Of the DOC generated from $G_{m1}$ and $G_{m2}$, significant fractions (40–80% and 30–40%, respectively) were oxidized to DIC within the sediments, while the remainder diffused out to the water column as DOC. Because $G_{m1}$ and $G_{m2}$ together constituted $\geq$97% of metabolizable POC, the isotopic compositions of pore-water DIC and DOC (and hence the isotopic composition of the benthic DIC and DOC fluxes) were largely determined by those of $G_{m1}$ and $G_{m2}$. In contrast, remineralization of the least reactive $G_{m3}$ pool contributed very little to sediment DIC production because of its small size and the low reactivity of DOC$_3$. Unlike DOC$_1$ and DOC$_2$ that were partially oxidized in the pore waters, virtually all DOC$_3$ remained intact in the sediments. DOC$_3$ supported only ~3–8% of the benthic DOC flux, but because $k_{\text{DOC}_3} \ll k_{\text{DOC}_1}$ and $k_{\text{DOC}_2}$ (Table 6), DOC$_3$ could have a greater influence on the concentration and isotopic values of bottom-water DOC than DOC$_1$ and DOC$_2$.

As a means of evaluating the model output, we compared the isotopic values of $G_m$ to measured isotopic values of POC compound classes. The model-derived $\Delta^{14}$C values of $G_{m1}$, $G_{m2}$, and $G_{m3}$ (+68% to $-52\%_{oa}$, Table 6) broadly overlapped with the range of $\Delta^{14}$C values observed for AS$_{calc}$. Al and TL fractions (+38% to $-77\%_{oa}$; Table 2). The $\delta^{13}$C values of $G_{m1}$ and $G_{m2}$ were marine-like, and were similar to those of the AS$_{calc}$ fraction and bulk POC, respectively (Fig. 2c, Table 6). In addition, the $\Delta^{14}$C value of $G_{m3}$ was similar to those of the AS$_{calc}$ fraction. The similarity in isotopic composition between model-derived labile fractions of bulk POC and those determined by selective extraction techniques lends support to our model calculations. The $\delta^{13}$C value of $G_{m3}$ was depleted relative to all organic fractions examined, but was within range of $\delta^{13}$C values reported for short- and long-chain fatty acids extracted from this site (see Section 4.3.2.1, Fig. 2c, and Table 6; also see Gong and Hollander, 1997; Mollenhauer and Eglinton, 2007).

To further evaluate the model output, we used our results to calculate the carbon content and isotopic values of POC supplied to these sediments, and compared them to values available in the literature. In this calculation, it was assumed that the amount of POC supplied to the sediments is equal to the sum of POC buried (approximated by values in the 18–19 cm depth interval) and POC that was subject to degradation in the surface sediments as predicted by the model (Table 7). In addition, as was done in our selective degradation model, we ignored any DOC production occurring in sediments deeper than 45 cm (Fig. 3). If DOC production continued well below 45 cm, and $^{14}$C-depleted DOC was supplied into the surface sediments by upward diffusion, our predicted $\Delta^{14}$C signature of POC supplied to these sediments would likely be an underestimate. For run-A, this approach gave the following values for wt.% OC, $\delta^{13}$C, and $\Delta^{14}$C: 13 $\pm$ 1 wt.%, $-21 \pm 3\%_{oa}$, and $-60 \pm 15\%_{oa}$, respectively. run-B gave the same $\delta^{13}$C value and an overlapping $\Delta^{14}$C value ($-84 \pm 19\%_{oa}$), but the POC content was somewhat lower (9.4 $\pm$ 0.8 wt.%). The carbon content and $\delta^{13}$C signature estimated here agreed well with those of sinking POC captured at 850 m in the center of the basin (5–20 wt.% POC; $-22.4\%_{oa}$ to $-21.1\%_{oa}$; Williams et al., 1992). The calculated $\Delta^{14}$C values were lower than those reported for sinking POC at 850 m ($-40\%_{oa}$; Williams et al., 1992), although this is expected given that the sediment trap data were collected in the mid- to late-1980s when surface-ocean $\Delta^{14}$C$_{DIC}$ values were higher (Pearson et al., 2001), and as discussed in Section 4.1, this site also receives pre-aged POC through lateral transport. Our calculated $\Delta^{14}$C values were closer to a model-derived $\Delta^{14}$C signature of POC supplied to a nearby 100-m shelf site ($-160 \pm 60\%_{oa}$; Hwang et al., 2005).

### 4.4. Benthic DOC dynamics and their potential role in the marine OC cycle

Our model results suggest that sedimentary POC degradation can be minimally described as a two-step process in which POC, regardless of its inherent reactivity, is initially degraded to a pool of DOC intermediates that may then
be degraded to DIC. The presence of 14C-depleted, refractory DOC in the pore water (DOC$_1$) further suggest that POC degradation is not limited to young and labile OC, and that some old, inherently refractory POC is also decomposed (i.e., these results support pathway (b) in Fig. 1). Degradation of pre-aged, resistant POC is consistent with the apparent efficiency with which terrestrial POC (which survived oxidation on land) is lost in the marine environment (Burdige 2005; Bianchi, 2011; Blair and Aller, 2012), and is also consistent with net accumulation of 14C-depleted DOC observed in an incubation experiment (Komada et al., 2012). One implication from the present study is that once this refractory DOC is degraded, it may evade complete oxidation to DIC and accumulate in the DOC pool, at least within anoxic sediments.

As was done in our model, conceptual and quantitative models of DOC cycling in the marine water column have been used to define DOC fractions based on their inferred reactivity (Carlson, 2002; Hansell et al., 2012). These fractions are referred to as "labile" DOC (lifetime <1 yr), semi-labile DOC (lifetime ∼1–2 yrs), semi-refractory DOC (lifetime ∼20 yrs) and refractory DOC (lifetime ∼16,000 yrs). For comparison, the degradation rate constants for the three DOC fractions in our model can be expressed in terms of DOC lifetimes (τ = 1/k). In this format, DOC$_1$ has a lifetime of ∼0.01–0.03 yr, while DOC$_2$ has a lifetime of ∼4–6 yrs, and DOC$_3$ has a lifetime >10$^7$ yrs. Based on this comparison of lifetimes, the reactivity of DOC$_1$ and DOC$_2$ are similar to those of labile and refractory DOC in the water column models, respectively, while the reactivity of DOC$_3$ falls somewhere between those of semi-labile and semi-refractory DOC.

Our model findings further suggest that pore-water DOC at any given instance is a mixture of components of varying reactivities and isotopic signatures (Table 7). On average, pore-water DOC near the sediment surface appears 14C-young and labile, and upon escaping the sediments as a benthic flux, the majority of this material is likely to be rapidly oxidized in the water column. This conclusion is consistent with the above comparison of our results to analogous modeling studies of water column DOC distributions, as well as with previous findings from this site and the continental rise of the North Pacific Ocean (Bauer et al., 1995). However, our analysis strongly suggests the presence of an aged, refractory DOC component as well. The fate of this refractory component in the water column is unclear. It could be efficiently removed due to the higher redox potential in the water column, or could be removed by processes such as photochemical degradation (Mopper and Kieber, 2002) or incorporation into POC (Druffel and Williams, 1990; Hwang et al. 2006). Alternatively, some fraction of the refractory pore-water DOC could persist in the water column, because studies on microbial extracellular enzyme activities show lower and less versatile activities in the water column relative to underlying sediments (Arnosti, 2010 and references therein).

On a global scale, benthic DOC fluxes from coastal and continental margin sediments have been estimated to amount to ∼180 Tg C yr$^{-1}$ (Burdige et al., 1999). As a first-order assessment, if we assume that these fluxes are compositionally similar to that found in this study (Table 7), then 3–8% (or 5–14 Tg C yr$^{-1}$) of DOC fluxes from coastal and continental margin sediments could consist of materials similar in nature to DOC$_3$. These fluxes represent 12–33% of the turnover rate of refractory DOC in the deep ocean determined by modeling DOC distributions in the global oceans (43 Tg C yr$^{-1}$; Hansell et al., 2012). Further work is needed to better constrain the production rate of refractory pore-water DOC in sediments, its fate in the marine water column, and the role it plays in determining the Δ14C of deep ocean DOC.
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APPENDIX A. SOLUTIONS TO THE MODEL EQUATIONS

Solute equations

Variations with depth in sediment porosity due to either sediment compaction or turbidite emplacement impact solute diffusion in sediments. This occurs because the bulk sediment diffusion coefficient of a solute (expressed here simply as $D_s$) is related to the solute’s free solution diffusion coefficient ($D^0$) by the equation $D_s = D^0/\phi^2$, where $\phi^2$, the sediment tortuosity, is generally expressed as a function of sediment porosity (e.g., Boudreau and Meysman, 2006). Here we express this porosity dependency with the modified Weissberg relationship $\phi^2 = 1 - 2 \ln (\phi)$ (Boudreau, 1997), and as a result, the diffusive terms in the DOC and DIC model equations in Table 4 are expanded as follows (note that here $C$ is taken as either solute),

$$\frac{1}{\phi} \frac{\partial}{\partial x} \left( \phi D_s \frac{\partial C}{\partial x} \right) = \frac{D^0}{\phi} \frac{\partial}{\partial x} \left( \frac{\phi}{\phi} \frac{\partial C}{\partial x} \right) = \frac{D^0}{\phi^2} \frac{\partial^2 C}{\partial x^2} + \frac{D^0}{\phi} \frac{\partial \psi}{\partial x} \frac{\partial C}{\partial x}$$

(A-1)

where

$$\psi = \frac{\phi}{\phi^2}$$

(A-2)

and

$$\frac{d\psi}{dx} = \frac{dx}{\phi^2} \left[ \frac{3 - 2 \ln (\phi)}{[1 - 2 \ln (\phi)]^2} \right].$$

(A-3)

The depth dependences of $\phi$ and $\frac{d\phi}{dx}$ (as discussed in the text and in Eqs. (13) and (14)) were used to define $\frac{d\phi}{dx}$ in the
numerical solutions to the DOC and DIC model equations in Table 4.

Solid phase equations

In this discussion we initially neglect the emplacement of a turbidite in the sediment column we are modeling, and note that sedimentation between turbidite layers appears to have remained steady over the last ~7000 yrs (Romans et al., 2009). In this case, a generic form of the reactive transport equation for a $G_{mi}$ fraction in sediments in which porosity simply varies with depth due to sediment compaction is given by

$$\frac{1}{(1 - \varphi)} \frac{\partial}{\partial x} (\omega(1 - \varphi)G_{mi}) - k_i G_{mi} = 0 \quad (A-4)$$

where $\omega$ is the sediment accumulation rate, and all other parameters are defined in the text. If the mass flux to the sediments ($W$) is constant with depth (and time), then conservation of mass and pore water implies that

$$(1 - \varphi)\omega W = \rho_d s (\text{Meysman et al., 2005; Burdige, 2006})$$

where $\rho_d s$, the dry sediment density is also assumed to be constant with depth. With this, Eq. (A-4) can be re-written as,

$$\frac{W}{(1 - \varphi)\rho_d s} \frac{\partial G_{mi}}{\partial x} - k_i G_{mi} = 0. \quad (A-5)$$

Using Eq. (13) to define the depth dependence of porosity, the first derivative in Eq. (A-5) was approximated using a backwards differencing scheme. An uneven grid was used from 0 to 45 cm (the model domain) in which $Ax$ increased from 0.005–1 cm as a function of depth, to better capture the finer details of the profiles near the sediment–water interface. The resulting numerical approximation of Eq. (A-5) was solved as discussed in Boudreau (1997; see Eq. 8.49). The boundary condition for each of these model equations specifies the concentration $G_{mi}$ at $x = 0$ (the sediment–water interface).

For the $G_{mi}$ fraction, degradation of this material is complete above the top of the turbidite. The numerical solution described above was therefore used to determine the depth distribution of this material, and hence to determine the depth distribution of DOC$_2$ production ($=k_i G_{mi}$) in the pore water DOC equations in Table 4. In contrast, the depth/time scales over which $G_{m2}$ and $G_{m3}$ are remineralized implies that deposition of this turbidite will “interrupt” the depth distribution of $G_{m2}$ and $G_{m3}$ remineralization. To account for this, we assume that the deposition of this turbidite was an instantaneous process (Romans et al., 2009) and that the turbidite contains no $G_{m2}$- or $G_{m3}$-type POC. Furthermore, if we refer to the $G_{m2}$ profile that results from the solution to Eq. (A-5) as $G_{m2}^\text{sol}$ then we can approximate the “true” $G_{m2}$ and $G_{m3}$ profile today as

$$G_m(x) = \begin{cases} 
G_{m2}^\text{sol}(x) & (x < z_{top}) \\
0 & (z_{top} \geq x \geq z_{bot}) \\
G_{m3}^\text{sol}(x - t) & (x > z_{bot}) 
\end{cases} \quad (A-6)$$

where $t = z_{top} - z_{bot}$. Again, these profiles of $G_{m2}$ and $G_{m3}$ were used to define the depth distribution of DOC$_2$ and DOC$_3$ production. Since porosity changes slowly below ~5–10 cm sediment depth (with the exception of sediments within the turbidite) the effects of sediment compaction on solid phase sediment profiles become less important at depth, and as a result this approach appears to be a reasonable approximation for the instantaneous $G_{mi}$ profiles in SMB sediments.

The depth distributions of $G_{m}$ used for the DOI$_{13}$C production in Eq. (6) were calculated from the $G_{mi}$ distributions determined above as:

$$G_{mi} = G_m \cdot r_{Gmi}^{13} \quad (A-7)$$

where $r_{Gmi}^{13}$, the fractional abundance of $^{13}$C in species $i$ is:

$$r_{Gmi}^{13} = \frac{\langle ^{13}C \rangle}{C} = \frac{1000}{\left(\frac{3}{8}\right)^{-1}} \quad (A-8)$$

The depth distributions of $G_{m1}$ used for the DOI$_{14}$C production in Eq. (7) were determined by numerically solving (as described above) a version of Eq. (A-5) that also accounts for radioactive decay,

$$\frac{W}{(1 - \varphi)\rho_d s} \frac{\partial G_{m1}^{14}}{\partial x} - (k_i + \frac{1}{\lambda_{14}^{14}C}) G_{m1}^{14} = 0 \quad (A-9)$$

and then, for $G_{m1}^{12}$ and $G_{m1}^{13}$, modifying these solutions to account for turbidite emplacement using Eq. (A-6). The boundary condition of each of these model equations specifies the concentration of $G_{m1}^{14}$ at $x = 0$ according to:

$$G_{m1}^{14} = G_{m1}^{12} \cdot r_{Gm1}^{14} \quad (A-10)$$

where $r_{Gm1}^{14}$ is given by:

$$r_{Gm1}^{14} = \frac{\langle ^{14}C \rangle}{C} = F_m \cdot R_{abs} \cdot \left\{1 + \frac{0.001 \cdot (-25)}{1 + 0.001 \cdot \delta^{14}C} \right\}^{-2} \quad (A-11)$$

and $F_m$, the fraction modern ($F_m$) value of species $i$, is related to the value of $\Delta^{14}C$ of species $i$ by Eq. (12). To simulate the pore-water $^14$C gradients as accurately as possible, $r_{Gm1}^{14}$ values in Eq. (A-11) were determined from $F_m$ after removing the $\delta^{14}C$ normalization (Mook and van der Plicht, 1999).

Finally, deposition of POC to these sediments has an additional temporal component, because surface-water derived POC deposited to the sediments after ~1960 (corresponding to the uppermost ~2 cm of the sediment column) contains bomb-$^{14}$C (McNichol and Aluwihare, 2007). We assume here that this phenomenon only affects the $G_{m1}$ pool. We make this assumption because the depth scales over which the $G_{m2}$ and $G_{m3}$ pools are degraded is such that the vast majority of these pools that is currently undergoing degradation in SMB sediments is pre-1960 material (Fig. 6).

In contrast, significant degradation of $G_{m3}$, occurs both above and below the bomb horizon. Because bioturbation is virtually absent in SMB sediments, we simply assumed that $G_{m3}$ present at depths greater than 2 cm is free of bomb-$^{14}$C signature (i.e., $\Delta_{1pre}$ in Table 6) while $G_{m3}$ in shallower sediments contain bomb-$^{14}$C ($\Delta_1$ in Table 6). As a result, the value of $r_{Gm3}^{14}$ used in Eq. (A-10) and ultimately in the solution to Eq. (A-9) differ above and below this 2 cm sediment horizon ($\Delta_1$ for sediments above 2 cm and $\Delta_{1pre}$ for deeper sediments).
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