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This study aimed to estimate canopy fuel properties relevant for crown fire behavior using ICESat/GLAS sat-
ellite LiDAR data. GLAS estimates were compared to canopy fuel products generated from airborne LiDAR
data, which had been previously validated against field data. The geolocation accuracy of the data was eval-
uated by comparing ground elevation on both datasets, showing an offset of 1 pixel (20 m). Canopy cover
(CC) was estimated as the ratio of the canopy energy to the total energy of the waveform. Application of a
canopy base height threshold (CBH) to compute the canopy energy increased the accuracy of CC estimates
(R2=0.89; RMSE=16.12%) and yielded a linear relationship with airborne LiDAR estimates. In addition, bet-
ter agreement was obtained when the CC derived from airborne LiDAR data was estimated using the intensity
of the returns. An empirical model, based on the CC and the leading edge (LE), was derived to estimate leaf
area index (LAI) using stepwise regression providing good agreement with the reference data (R2=0.9,
RMSE=0.15). Canopy bulk density (CBD) was estimated using an approach based on the method developed
by Sando and Wick (1972) to derive CBD from field measurements, and adapted to GLAS data. Thus, foliage
biomass was distributed vertically throughout the canopy extent based on the distribution of canopy material
and CBD was estimated as the maximum 3 m-deep running mean considering layers with a thickness of
15 cm, which is the vertical resolution of the GLAS data. This approach gave a coefficient of determination
of 0.78 and an RMSE of 0.02 kg m−3.

© 2012 Elsevier Inc. All rights reserved.
1. Introduction

In order to perform appropriate fire planning andmanagement ac-
tivities such as predicting fire behavior and effects, or designing fuel
treatment to reduce potential damage caused by fires, accurate spatial
fuel properties information is required (Reeves et al., 2009; Sandberg
et al., 2001). This need becomes especially important when dealing
with crown fires because they are more difficult to control than sur-
face fires. Once crowning occurs, there is an increase in the rate of
spread, intensity and spotting. Moreover, the effects of crown fires
are more severe and lasting than surface fires (Scott & Reinhardt,
2001). Knowledge of fuel properties is not only important to fire
managers but also to ecologists, air quality managers and carbon bal-
ance modelers (Sandberg et al., 2001).
), david.riano@cchs.csic.es
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Airborne light detection and ranging (LiDAR) is an active remote
sensing technology that has been proven to be suitable to estimate
canopy properties relevant for crown fire behavior and effects, such
as canopy base height (CBH), canopy fuel load (CFL), canopy cover
(CC) or canopy bulk density (CBD). CBH, which represents the dis-
tance from the ground to the minimum amount of fuel required to
allow vertical propagation of fire through the canopy (Scott &
Reinhardt, 2001), has been successfully estimated via regression anal-
ysis (Andersen et al., 2005; Erdody & Moskal, 2009; Hall et al., 2005),
by finding the inflection point after the maximum of a fourth-degree
polynomial fitted to the canopy vertical profile (Popescu & Zhao,
2008), or by clustering analysis (Morsdorf et al., 2004; Riaño et al.,
2003). CFL, expressed as dry biomass per unit area, represents the
amount of fuel that is potentially available for combustion (Chuvieco
et al., 2003) and has been estimated using LiDAR data by means of re-
gression analysis (Erdody & Moskal, 2009; Hall et al., 2005).

CBD can be defined as the mass of available canopy fuel per unit
canopy volume that would burn in a crown fire (Scott & Reinhardt,
2001). Some differences can be found in the literature to define the
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available fuel. Thus, whereas some researchers consider only the fo-
liage biomass (Keane et al., 2005; Riaño et al., 2003; Van Wagner,
1977), others include foliage, lichen, moss and a portion of small
branches that would be consumed in the flaming front (Keane et al.,
2005; Scott & Reinhardt, 2001). LiDAR data have been proven to be
suitable to estimate CBD by means of regression analysis (Andersen
et al., 2005; Erdody & Moskal, 2009; Hall et al., 2005). A different ap-
proach was employed by Riaño et al. (2003) and Riaño et al. (2004a)
who estimated crown bulk density, a property of individual trees
rather than a stand property, by dividing the foliage biomass by the
crown volume, both previously derived from LiDAR data. CC, which
is defined as the vertical projection of crowns on the ground, provides
a representation of the horizontal distribution of fuels. In addition, CC
indirectly influences crown fire behavior through its effects on fine
fuel moisture content and the wind reduction factor (Albini &
Baughman, 1979; Rothermel et al., 1986). CC has been derived from
discrete return LiDAR either as a function of the proportion of canopy
returns (Morsdorf et al., 2006; Riaño et al., 2004b) or as the propor-
tion of the intensity of canopy returns (García et al., 2010; Solberg
et al., 2009).

Another important variable for crown fire is the leaf area index
(LAI), which is defined as the ratio of the one-sided surface area of
leaves to the projected ground area (m2 m−2) (Lefsky et al., 1999).
LAI can be used to compute foliage biomass by using the specific
leaf area (SLA) and so, it can be employed to derive canopy fuel
load and canopy bulk density. LiDAR data have been successfully
employed to estimate LAI in different environments (Morsdorf et al.,
2006; Riaño et al., 2004b; Solberg et al., 2009).

Full waveform systems, which are able to record the whole back-
scattered signal, have also been successfully used to estimate canopy
properties as demonstrated by several studies (Lefsky et al., 1999;
Means et al., 1999; Peterson, 2005).

Despite the potential shown by airborne LiDAR to estimate impor-
tant canopy fuel properties, its use is limited to local or regional scales
(Zhao & Popescu, 2009). This limitation in terms of spatial coverage
can be overcome by the Geoscience Laser Altimeter System (GLAS) on-
board of the Ice Cloud and land Elevation Satellite (ICESat), which is the
first LiDAR system designed to provide a continuous coverage of the
Earth (Zwally et al., 2002).

The ICESat/GLAS satellite was launched on 13 January, 2003 and
was primarily designed to determine changes in polar ice-sheet
mass and its causes and effects. Additionally it also provides observa-
tions of land topography and vegetation as well as global measure-
ments of clouds and aerosols (Zwally et al., 2002). ICESat was
launched into a 600 km altitude orbit with a 94° inclination and in-
cluded the GLAS sensor onboard, which carried three lasers. The
GLAS sensor emitted laser pulses at 1064 nm and 532 nm for surface
and atmospheric observations, respectively; with an outgoing pulse
width of 7–8 ns and at a laser repetition rate of 40 Hz. The sensor
recorded the returned energy from an elliptical footprint (assuming
a 1/e2 energy distribution) with a nominal diameter of about 70 m,
although its size and ellipticity have changed through time
(Carabajal & Harding, 2006). Data were collected in the form of tran-
sects of individual waveform observations, which were spaced ap-
proximately 175 m along track and a maximum of 15 km across
track at the equator (Zwally et al., 2002). Originally, the ICESat mis-
sion was conceived to provide continuous observation of the Earth
throughout its lifetime, but due to the rapid degradation of the lasers
the mission was reconfigured to 33-day operational campaigns, three
times per year, to meet mission requirements (Schutz et al., 2005).
Each campaign is identified by the laser number (1–3) and a letter
(A–K) to designate the operational period. The last campaign was car-
ried out in October 2009.

In the last few years a number of investigations have shown the ca-
pability of GLAS data to estimate vegetation parameters. Vegetation
height has been estimated either directly from the waveform
(Neuenschwander et al., 2008; Sun et al., 2008) or using empirical
methods (Chen, 2010; Lefsky et al., 2007; Xing et al., 2010). Over
areas with large changes in relief and complex terrain, where the ener-
gy from ground and low vegetation can be mixed, the identification of
ground elevation ismore difficult, hampering the estimation of the veg-
etation height. Thus, methods have been proposed to improve height
estimation using ancillary data by means of linear functions (Lefsky et
al., 2006), non linear models (Xing et al., 2010) or models derived
using the information from the waveforms themselves (Chen, 2010;
Lefsky et al., 2007). Lefsky (2010) generated a global canopy height
map by integrating GLAS data and 32-day composites derived from
the MODIS-MOD09A1 product. Thus, the height estimated from GLAS
data was assigned to those patches that included LiDAR waveforms,
whereas for patches that did not include GLAS data, canopy height
was estimated using statisticalmodeling. Boudreau et al. (2008) provid-
ed regional estimates of aboveground biomass in Québec, Canada, by
applying a scaling-up approach. First, allometric equations were devel-
oped, relating field measurements to airborne LiDAR data. Subsequent-
ly, LiDAR estimates were used to develop an empirical model to
estimate biomass fromGLAS data. Nelson (2010) evaluated fourmodels
in the same region to conduct regional aboveground biomass and car-
bon inventories using a satellite LiDAR. Popescu et al. (2011) also
found good correlation between GLAS estimates of aboveground bio-
mass and airborne LiDAR estimates over an area in Texas. Ashworth et
al. (2010) evaluated the capability of GLAS data to estimate vegetation
height and to identify two representative fuel models in East-Central
Mississippi using logistic regression.

As has been described above, a common approach to estimate fuel
properties from LiDAR data is to develop empirical models based on re-
gression analysis. Although these models can provide accurate estima-
tions of fuel properties, their application to different regions is limited
to areas presenting the same species and environmental characteristics,
constraining their applicability to regional or global scales.

The aim of this research was to evaluate the potential of GLAS data
to estimate important canopy fuel properties for crown fire behavior
as compared to estimates derived from airborne LiDAR data. The spe-
cific objectives were: 1) to estimate CC and analyze the effect of using
different CBH thresholds, 2) to estimate leaf area index, and 3) to de-
rive canopy bulk density. In addition, an effort is done to estimate
these properties from data derived solely from the waveforms them-
selves in order to provide methods that could be applied at global
scales to fully exploit the global coverage provided by the GLAS sen-
sor. Similar to Popescu et al. (2011) and Neuenschwander et al.
(2008), this study employs the actual elliptical shape by taking into
account the major and minor axes information derived from the
Laser Profile Array (LPA) (Neuenschwander et al., 2008).

2. Methods

2.1. Study area

The study area covers approximately 4800 ha and is located in the
eastern half of Texas (30° 42′N, 95° 23′W) (Fig. 1). It mainly comprises
pine plantations in various developmental stages; old growth pine
stands in the Sam Houston National Forest many of which have a natu-
ral pine stand structure; and upland and bottomland hardwoods. The
major species include Loblolly pines (Pinus taeda L.) as well as decidu-
ous trees such as water oak (Quercus nigra L.), red oak (Quercus falcata
Michx), sweetgum (Liquidambar styraciflua L.), and post oak (Quercus
stellata Wangenh.). The area is also characterized by gentle slopes and
an average elevation of 85 m, ranging from 62 m to 105 m.

2.2. Airborne LiDAR data

Airborne LiDAR data were acquired in March 2004 using a Leica-
Geosystems ALS40 during the leaf-off season, with a mean flight



Fig. 1. Quickbird image of the study area. ICESat-GLAS footprints are overlapped to the
image (black ellipses).

Fig. 2. Example of a received waveform (red dots), the signal beginning and end (black
dash-dotted line) and the Gaussians fitted to the waveform (black solid line). (For in-
terpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)
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altitude of 1000 m. For each pulse, the X, Y, Z triplets of coordinates of
first and last returns, together with their intensity were recorded. The
reported accuracies of these data were 30 cm and 15 cm in the hori-
zontal and vertical planes respectively. The maximum scan angle
was set to ±10° from nadir, yielding a swath of 350 m on the ground.
The site was flown in north–south direction (19 flight lines) and in
the east–west direction (28 flight lines) resulting in an average
point density of 2.6 hits/m2. The data vendor also provided a digital
elevation model (DEM) with a spatial resolution of 2.5 m, generated
using a proprietary ground-filtering package.

2.3. ICESat-GLAS data

GLAS data are distributed in 15 different products. For this study
the GLA01 (L1A Global Altimetry Data) and GLA14 (L2 Global Land
Surface Altimetry Data) products of release 28 were requested from
http://www.nsidc.org/data/icesat/order.html via the GLAS data
subsetter.

In order to keep the time gap between airborne and satellite LiDAR
data to a minimum the GLAS products obtained on Day 51 (February)
of 2004, corresponding to the observation campaign L2B, were used.
It is important to use data captured on dates close together to avoid
differences caused by seasonal effects on vegetation, which would in-
troduce variability and inconsistency into the results.

The GLA01 product provides the waveform for each laser pulse.
The returned energy is digitized in 544 bins recorded at 1 ns rate,
which equates to 15 cm based on the speed of light. From acquisition
campaign L3A, the first 151 bins were changed to 60 cm (4 ns), which
resulted in an increased in the waveform length from 81.6 m to near-
ly 150 m. GLA01 also includes an estimated geolocation for all 40
pulses acquired within 1 s. The GLA14 product does not contain the
waveform but a set of parameters derived from the waveform data
in combination with precise position data obtained by the precise
orbit determination (POD) and precise altitude determination (PAD)
system (Duong et al., 2009). As part of the standard ICESat processing,
the waveforms are smoothed by applying Gaussian filters and a noise
threshold to identify the signal beginning and end, that is, the first
and last height bins where the returned energy is detected above
the noise threshold. Since the transmitted pulse is expected to be
Gaussian, the waveform can be mathematically represented as a
sum of Gaussians plus a bias (Brenner et al., 2003; Hofton et al.,
2000). Initially, many Gaussian peaks are fitted to the waveform at
different heights, which are subsequently reduced to a maximum of
six, based on the area of each Gaussian, through an iterative process
(Brenner et al., 2003; Harding & Carabajal, 2005). The GLA14 product
provides the surface elevation, which corresponds to the centroid of
the received waveform between signal start and end (Harding &
Carabajal, 2005); and the laser range offsets for the signal beginning
and end, as well as location, amplitude and width, computed using
non linear least squares (Brenner et al., 2003), of the Gaussian
peaks fitted to the waveform (Fig. 2).

2.4. Airborne LiDAR data processing

Airborne LiDAR data described in Section 2.2 were used to gener-
ate a set of canopy fuel property layers, which were subsequently
used as reference data with which to compare GLAS estimates, that
is, were used as ground truth. Zhao and Popescu (2009) evaluated
the capability of airborne LiDAR data to estimate LAI over the same
area used in this study. Based on an empirical model, they created
an LAI image of the study area with a spatial resolution of 20 m,
which was found as an appropriate scale for applying the LAI model
they had obtained. This model was able to explain 84% of the varia-
tion of field-measured LAI with an RMSE of 0.29.

The CC reference-images used to validate the CC estimated using
GLAS data were generated as the proportion of canopy returns to all
returns within each pixel. A 20 m spatial resolution was used to
match that of the LAI image derived by Zhao and Popescu (2009).
CC images were also obtained by using the intensity of returns after
normalization of intensity values by removing the range dependency
of the data (Donoghue et al., 2007; García et al., 2010; Starek et al.,
2006). Canopy returns were considered as vegetation returns with a
height greater than or equal to 2 m.

The CBD reference data used in this study was created by Zhao et
al. (2011), who developed a model based on machine learning
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techniques to relate field based estimates of CBD to airborne LiDAR
metrics. The selected model was validated using field measurements
and yielded an R2 of 0.76 and an RMSE of 0.015 kg m−3. No image
was generated for CBD but the reference data were generated for
each footprint.

2.5. GLAS data processing

Both products, GLA01 and GLA14, were merged based on the re-
cord index and the shot number, and were subsequently processed
to extract a set of metrics. Saturated waveforms that could occur
due to the automatic gain adjustment of the sensor were excluded
from the analysis leaving 32 footprints available for analysis over
the study area. For each footprint the following metrics were derived
from the waveform data. First, considering the total waveform ener-
gy, the 25th, 50th (height of median energy-HOME), 75th and 90th
percentiles of the energy were derived relative to the ground eleva-
tion (last Gaussian peak), as well as the skewness of the waveform.
These variables have been shown to be useful to estimate structural
attributes (Drake et al., 2002; Sun et al., 2008).

The height/median ratio (HTRT), which provides an index of how
the location of HOME may change relative to canopy height, was de-
rived by dividing HOME by the canopy height (Drake et al., 2002).
Canopy height (CH) was estimated as the height of the signal begin-
ning. By calculating the slope between the signal beginning and the
first Gaussian canopy peak, the front slope angle (FSA) was comput-
ed. This variable provides information on canopy density and the ver-
tical variability of the upper canopy (Boudreau et al., 2008). Following
Lefsky et al. (2007) the leading edge (LE), which is related to the can-
opy height variability, as well as the trailing edge (TE), related to the
slope, were computed for each waveform.

Lefsky et al. (1999) proposed a modification of the MacArthur and
Horn's (1969) method to describe the canopy structure based on the
canopy height profile (CHP). Two measurements of the average
height of the CHP were calculated, namely the mean canopy height
(MCH) and the quadratic mean canopy height (QMCH). The rise
time to the first peak (Neuenschwander et al., 2009), which is the
time required for the signal to increase from 10% to 90% of its ampli-
tude, was also estimated.

2.6. GLAS geolocation accuracy

The GLA14 product includes the geolocation of each footprint, al-
though it is subject to random errors. To evaluate the location accura-
cy of the footprints, their ground elevations were compared to the
elevation values from the DEM derived from airborne LiDAR.

The DEM provided by the airborne LiDAR data vendor was
resampled to 20 m. Given the low relief of the study area the spatial
resampling was performed by considering the mean value of all pixels
included within each 20 m pixel. Subsequently, elevations of the
pixels lying within each footprint were weighted to take into account
the Gaussian distribution of the energy within it (see Section 2.10 for
more details). DEM values, which were employed as reference eleva-
tion, corresponded to orthometric elevations using the WGS-84
ellipsoid.

From GLAS data, the ground elevation is usually assumed to be the
location of the last Gaussian peak fitted to the waveform. Neverthe-
less, Neuenschwander et al. (2008) found that in some cases a Gauss-
ian function was fitted to receiver noise within the trailing edge of the
waveform. To avoid this error and to ensure a true ground measure-
ment for the last peak, the method proposed by Neuenschwander et
al. (2008) was applied. Thus, an independent first derivative analysis
was performed on the return waveform (GLA01); and those wave-
form peaks with amplitude higher than a signal threshold were
matched to GLA14 first derivative modes. Since GLAS elevation corre-
sponds to ellipsoidal elevation referenced to the TOPEX/Poseidon, the
GLAS elevations were converted to the WGS-84 ellipsoid using the
IDL Ellipsoid Conversion tool, downloaded from http://nsdic.org/
data/icesat/tools.html. Because the horizontal shift between the two
ellipsoids is negligible as compared to the accuracy of both datasets,
only the vertical shift was considered. Subsequently, ellipsoidal eleva-
tions were converted to orthometric elevations by taking into account
the geoid undulation.

Finally, the footprints were displaced within a 5×5 window, i.e.
100×100 m, centered on the nominal location provided by the
GLA14 product. For each location, the correlation and the root mean
square error (RMSE) were computed and that location that yielded
the highest correlation and the lowest RMSE was considered as the
correct location. A similar procedure was used by Popescu et al.
(2011) and Sun et al. (2008).

2.7. Canopy cover

Canopy cover was computed for each footprint as the ratio of can-
opy energy to the total energy of the waveform. First, canopy energy
was computed by summing the energy of the non-ground height
bins; however, for the CC images derived from airborne data only
those returns with a height greater than or equal to 2 m had been
classified as belonging to the canopy. Therefore, to assess the effect
of the different canopy definitions between airborne and satellite
data, the canopy energy was also computed by only taking into ac-
count the energy of those height bins higher than or equal to 2 m.
Moreover, the effect of applying different CBH thresholds, from 1 m
to 4 m, was tested. Consequently, CC images were also created from
airborne LiDAR height and intensity data at each CBH threshold.
Also the canopy energy from GLAS waveforms was calculated for
each CBH considered. Fig. 3 shows an example of canopy returns
from airborne LiDAR and the canopy energy from GLAS data. The fig-
ure shows the difference in the proportion of energy that would be
considered if canopy energy was computed from the upper limit of
the ground energy (dashed line) to the signal beginning or if it was
computed applying a CBH threshold (dash-dotted line).

2.8. Leaf area index

MacArthur and Horn (1969) proposed a method to estimate LAI
which relates the percentage cover to the amount of foliage as a func-
tion of height, assuming a random horizontal distribution of foliage:

yh ¼ −ln 1−cover hð Þð Þ ð1Þ

where yh is the cumulative LAI at height h and cover(h) is the fraction
of sky obstructed by foliage above height h. This method was adapted
by Lefsky et al. (1999) for use with large footprint full waveform data
to derive the canopy height profile. Similarly, this method was ap-
plied to GLAS data and the results were evaluated for our study
area. As in other studies (Harding et al., 2001; Lefsky et al., 1999;
Means et al., 1999), a ratio of 2:1 was used to account for differences
in ground and canopy reflectance at the wavelength of the GLAS laser.
The CBH used to estimate LAI was 3.5 m as it was the height used to
compute LAI from airborne data (Zhao & Popescu, 2009). It should
be noted that since GLAS data considered both, the foliage and the
woody material of the canopy, the plant area index (PAI) was actually
estimated. PAI was also estimated from airborne LiDAR because no
separation of wood versus foliage material was accomplished.

A second approach was attempted to estimate LAI by means of
stepwise regression, which automatically selected the variables with
the greatest explanatory power from the pool of metrics derived
from GLAS data (Section 2.5). CC derived at 3.5 m was also used as
the independent variable in the stepwise regression. For each foot-
print, the LAI values used to calibrate and validate the statistical
model were extracted from airborne LiDAR-derived LAI image, as
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Fig. 3. Top: Airborne LiDAR data cloud point. Gray dots represent canopy returns
(height≥3 m). Black dots represent non canopy returns (heightb3 m). Bottom: Wave-
form and ground location (solid line), upper limit of the ground energy (dashed line)
and canopy base height threshold (3 m) applied to compute canopy energy (dash-dot-
ted line).
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explained in Section 2.10. In order to provide a robust estimation of
the parameters the jack-knife technique was applied, which system-
atically omits one observation at a time, and performs n-estimations
of the parameters using n−1 observations. Finally the mean value
of the n-estimations was selected as the definitive parameter, and a
measure of dispersion, the standard deviation, was used to assess
the uncertainty of parameter estimation. This method also provides
information on the influence of each observation on the model. The
Variance Inflation Factor (VIF) was also investigated to ensure that
no collinearity was present in the selected model. In order to evaluate
model performance a set of metrics proposed byWillmott (1982) was
used in addition to the R2 value, since the latter is often unrelated to
Table 1
Measures used for model performance evaluation.

Accuracy measurement Definition Characteristics

Root mean square error (RMSE) ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1

Pi−Oið Þ2

N

s Oi: Observed val
Pi: Model-predic
N. Number of ob

Mean absolute difference (MAE) PN
i¼1

Pi−Oij j

N

MAE and RMSE a

Systematic root mean square error (RMSES)
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1

P̂ i−Oið Þ2
N

s P̂ i: Estimated val
Explains how mu
It should approa

Unsystematic root mean square
error (RMSEU)

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1

Pi−P̂ ið Þ2
N

s Explains how mu
It should approa

Index of agreement (d)

1−
PN
i¼1

Pi−Oið Þ2

PN
i¼1

P′
ij jþ O′

ij jð Þ2

2
64

3
75
0≤d≤1

P′i=Pi−Ō
O′i=Oi−Ō
Ō: is the mean o
d: is a descriptive
the sizes of the difference between observed and predicted values.
Table 1 describes the measures used to evaluate model performance.
2.9. Canopy bulk density

Several methods have been developed to estimate CBD from field
measurements although their accuracy is unknown because it has
never been measured directly in the field (Scott & Reinhardt, 2001).
The methods proposed are based in several assumptions, such as the
equal distribution of the fuel load throughout the crown, or that the
shape of the crown fits a given geometrical figure. Hence, for uniform
stands CBD can be calculated as the fuel load divided by canopy depth
(Keane et al., 1998); however, the assumption of uniform stands is rare-
ly fulfilled in most cases. To solve this limitation, Sando and Wick
(1972) developed a methodology, subsequently modified by Beukema
et al. (1997), which is used in numerous computer programs for the es-
timation of canopy fuel properties such as the Fire and Fuels Extension
to the Forest Vegetation Simulator (FFE-FVS), FuelCalc or CrownMass.
This approach first computes foliage and fine branch (b6 mm) biomass
for every tree in the plot; the fuel load is then equally distributed into 1
foot (0.3048 m) bins through the crown of the tree. The fuel load con-
tributed by each tree for every height bin is subsequently summed.
The resulting vertical profile of the fuel load is smoothed by applying
a running mean filter. Finally, CBD is estimated as the maximum of
the smoothed canopy fuel profile.

This method was adapted to be applied to the data provided by
GLAS based on the relationship between the energy recorded at
each height bin and the amount of canopy material present at each
height interval. A detailed description of how LiDAR waveforms and
canopy structure are linked by the gap probability can be found in
Ni-Meister et al. (2001). Thus, the LAI for each height interval, that
is, the LAD (leaf area density, m2 m−3) was computed. Subsequently
the foliage biomass (FB) for each height interval was estimated by di-
viding the GLAS-derived LAI values (m2 m−2) by the specific leaf area
(SLA, m2 kg−1) (Zhang & Kondragunta, 2006; Zhang et al., 2006). The
SLA values used were those published by Pataki et al. (1998) for lob-
lolly pine (27.7 cm2 g−1), which is the main species in the study area.
Once derived the fuel vertical profile it was smoothed by applying a
running mean. Two different values commonly used were tested,
namely 3 m (Scott & Reinhardt, 2005; Scott & Reinhardt, 2007) and
4.5 m (Mitsopoulos & Dimitrakopoulos, 2007; Scott & Reinhardt,
2001). Finally, the CBD of the footprint was estimated as the maxi-
mum value of the smoothed canopy fuel profile. In addition, different
CBH thresholds were applied when deriving the canopy fuel profile,
from 2.5 m to 21.5 m at 0.5 m intervals, based on the minimum and
ue.
ted value.
servations.

re similar measures; however MAE is less sensitive to extreme values.

ue based on the ordinary least-squares regression, P̂ i=a+bOi.
ch of RMSE is systematic, and assess the model errors that are predictable.
ch to zero.

ch of RMSE is unsystematic, and therefore is not predictable mathematically.
ch to RMSE

bserved value
measure which can be widely applied to make cross-comparisons between models.
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Table 2
Coefficient of determination and RMSE values for the different CC estimates.

Canopy cover

CBH ALS R2 RMSE (%)

1 m Range 0.54 18.34
Intensity 0.60 15.62

2 m Range 0.68 20.90
Intensity 0.75 16.83

3 m Range 0.79 20.93
Intensity 0.87 16.63

4 m Range 0.81 20.84
Intensity 0.89 16.59
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maximum values obtained by Zhao et al. (2011) using field data for
this study area.

2.10. Validation of GLAS estimates

GLAS estimates of canopy fuel properties were validated using the
products derived from airborne LiDAR data (Section 2.4). Thus, the
values of the pixels included within each footprint were averaged to
obtain the reference data with which GLAS estimates were compared.
Moreover, given the Gaussian distribution of the energy within a foot-
print, the values of each pixel within it were weighted based on the
distance to the center of the footprint using the following formula
(Chen, 2010; Neuenschwander et al., 2008):

w ¼ e

−2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x0

a

� �2

þ
y0

b

� �2
s0

@
1
A

x0 ¼ x−x0ð Þ sin αþ y−y0ð Þ cosα
y0 ¼ y−y0ð Þ sin α− x−x0ð Þ cosα

ð2Þ

where w is the weight of each pixel within a GLAS footprint, a and b
are the semi-major and semi-minor axes of the footprint respectively,
which are included in GLA14 product; (x,y) and (x0,y0) are the coor-
dinates of the pixel and the footprint center respectively; x′ and y′
are the coordinates of the pixel along the major and minor axes,
and α is the azimuth angle of the major-axis of the footprint, which
is also included in the GLA14 product. The weights were normalized
to sum to 1 before averaging.

3. Results

3.1. GLAS geolocation accuracy

The minimum R2 found between the ALS-derived DEM and the
GLAS ground elevation was 0.964 (row, column: 5, 5) and the maxi-
mum was 0.988 (row, column: 0, −1), whereas for the nominal loca-
tion of the footprint, the R2 obtained was 0.987. It can be seen that the
range of R2 values was only about 2%. The RMSE values found were
1.86 m, 1.49 m and 1.36 m, respectively. Nevertheless, despite the
R2 value was slightly higher for the location considered as correct
(0, −1) as compared to the nominal location, its RMSE was also
slightly higher; although differences between the two locations
were insignificant in both cases.

3.2. Canopy cover

Canopy cover estimated as the ratio of canopy energy to the total
energy of the waveformwithout applying any CBH threshold, showed
a log trend (Fig. 4-left) with 57.6% of the variance explained.
Fig. 4. Left) CC estimated from GLAS data without applying any CBH threshold versus CC e
applying a 3 m CBH threshold versus CC estimated from airborne LiDAR intensity data app
Results were improved when canopy energy was computed by ap-
plying a CBH threshold. Table 2 shows the R2 and the RMSE values
obtained for different CBHs applied and for the two reference datasets
used, that is, CC derived from height and from intensity airborne
LiDAR data.

It can be observed that results improved as the CBH threshold ap-
plied increased although the differences became negligible for CBH
values of 3 and 4 m. More importantly when a CBH threshold was ap-
plied a linear relationship between GLAS and airborne LiDAR was
obtained (Fig. 4-right). The table also shows that a better agreement
was found between GLAS CC estimates and airborne LiDAR CC esti-
mates when the latter was derived from intensity data.

3.3. Leaf area index

Table 3 shows the R2, RMSE and the slope and offset values of the
regression lines for the two methods used to estimate LAI from GLAS.

MacArthur and Horn's method yielded a good correlation with LAI
estimations from airborne LiDAR although the RMSE was very high
for the LAI values found in the study area (mean LAI=1.5). The LAI
values derived from this approach greatly underestimated LAI values
as compared to values derived from airborne data. Estimation of LAI
using stepwise regression yielded a very good agreement with air-
borne LiDAR, with an R2 value of 0.9 and an RMSE of 0.15. The
model included canopy cover and the leading edge extent as explan-
atory variables (Eq. 3). Both variables were statistically significant at
the 99% with p-values b0.01.

LAIGLAS ¼ 0:416þ 0:025�CC þ 0:012�LE ð3Þ

The model presented no collinearity according to the VIF values
obtained (1.5 and 1.8 for CC and LE, respectively). Although there is
no unanimity regardingwhat values of VIF indicate the existence of col-
linearity between the explanatory variables, it is commonly accepted
that values above 10 are indicative of collinearity. As for the analysis
of residuals, no trend or heteroscedasticity was observed. The standard
stimated from airborne LiDAR data (CBH=2 m). Right) CC estimated from GLAS data
lying a 3 m CBH threshold (dashed line represents the Y=X line).
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Table 3
Comparison of the methods used to estimate LAI from GLAS data.

Leaf area index

Method R2 RMSE Slope Offset

MacArthur's and Horn's 0.73 1.00 1.36 0.76
Stepwise regression 0.9 0.15 1.0008 0.0005

Fig. 6. GLAS versus airborne CBD estimates (dashed line represents the Y=X line).
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deviations of the estimated parameters were very low, 0.0124, 0.0004
and 0.0005 for the independent term, CC and LE, respectively. This
low standard deviation indicates an accurate estimation of parameters
and that no single observation had a large influence. Themodel showed
good performance as indicated by the R2 and index of agreement (d)
values, 0.9 and 0.97 respectively. In addition, the systematic component
of the RMSE was close to zero (RMSES=0.05) whereas the unsyste-
matic component (RMSEU=0.14) was close to the RMSE as it is
expected for a good model. Fig. 5 shows GLAS estimates by the empiri-
cal approach versus airborne estimates.

3.4. Canopy bulk density

The method proposed to compute CBD yielded the best result
when applying a CBH threshold of 11.5 m to derive the canopy fuel
profile, which was the mean field measured CBH of the study area
(Zhao et al., 2011), with an R2 of 0.78 and an RMSE of 0.02 kg m−3.
These values were obtained using a running mean of 3 m, which gen-
erally provided slightly more accurate results than a 4.5 m running
mean, due to its lower generalization of the profile. The R2 values
obtained for different CBH thresholds varied between 0.01 and 0.78.
The lowest R2 value corresponded to a CBH of 21.5 m as consequence
of a large number of footprints with a vegetation height lower than
that threshold. The method generally underestimated CBD as com-
pared to airborne derived CBD. Fig. 6 shows GLAS versus airborne es-
timated CBD. The slope of the trend line was not significantly
different from 1 (1.118; p-value>0.05) nevertheless the aspect was
significantly different from 0 (0.0182; p-valueb0.05) indicating a
bias in the estimates.

4. Discussion

4.1. GLAS geolocation accuracy

The correct location was found by shifting the footprints one col-
umn so that the error of the GLAS footprints was less than 20 m.
These results agree with the errors found by Popescu et al. (2011),
who reported an estimated error of 25.5±11.6 m for the same
study area. Similar geolocation errors were obtained by Sun et al.
(2008) when comparing GLAS data to SRTM DEM data over a forested
area in Maryland, USA.
Fig. 5. GLAS versus airborne LAI estimates (dashed line represents the Y=X line).
The errors found in the determination of ground elevations were
approximately 1.5 m; these are higher than the errors achieved by
Popescu et al. (2011) after manually identifying the ground peak,
but smaller than the errors obtained by using the same automatic
procedure used in this study. The differences found despite using
the same study area and the same automatic ground-finding proce-
dure might be explained because they evaluated the ground elevation
using a multitemporal GLAS dataset captured using different lasers,
which increased the variability of the data. Furthermore, changes in
the vegetation cover between GLAS campaigns contributed to prob-
lems in identifying the ground peak, explaining the higher differences
found by them.

4.2. Canopy cover

Canopy cover estimated from GLAS data without any CBH thresh-
old yielded a log trend when compared to the airborne LiDAR.
Neuenschwander et al. (2008) also found a log trend between full
waveform airborne LiDAR and GLAS data in San Marcos, Texas, al-
though the R2 value was higher (0.736). The log relationship found
when no CBH threshold was applied may be explained by the fact
that in such a case, the canopy energy considered within each GLAS
footprint includes understory vegetation that was not included for
airborne LiDAR. Thus, when the same CBH was applied to both data-
sets, the R2 values increased significantly, and the relationship be-
came linear. Moreover, the correlation between the two datasets
increased with the increase in CBH. Popescu et al. (2011) found that
the height of lower percentiles of the energy of the GLAS footprints
had a weak correlation with the lower percentiles derived from air-
borne LiDAR data, which may be a consequence of the scan angle of
the airborne data and the pulse width of the GLAS. Holmgren et al.
(2003) found that scanning angle had a large impact of canopy clo-
sure estimates. The weaker correlation between the two datasets for
lower percentiles is also reflected by the worse results obtained for
lower CBH values.

The use of intensity data to generate CC from airborne LiDAR
showed better agreement (around 7%) with GLAS data than the use
of the range. This can be explained because the GLAS sensor digitizes
the amount of energy reflected off the target, and so it records the in-
tensity of the laser return. When the range capability of airborne
LiDAR data is used, only the presence/absence of a reflection surface
is accounted for but not the amount of energy returned to the sensor.

4.3. Leaf area index

Both methods used to estimate LAI from GLAS showed good corre-
lation with airborne estimates although MacArthur and Horn's meth-
od showed a very large underestimation of LAI values. This method
has been shown to underestimate total LAI when foliage is clumped
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and foliage density is high (Aber, 1979; Hosoi & Omasa, 2006). Air-
borne LiDAR estimates were not corrected for clumping and so, the
underestimation of LAI values when compared to the reference data
could be explained as a consequence of the scan angle, because the
airborne LiDAR sampled the canopy from different angles whereas
GLAS observations were at nadir.

The ratio applied to take into account the different reflectance of
ground and canopy at the 1064 nm was 2:1; nevertheless, this ratio
is site dependent so a better adjusted ratio for this study area, based
for example on field spectroradiometric measurements, could im-
prove the results.

As for the regression model obtained, this showed a very good
agreement with airborne-derived LAI values. The RMSE value
obtained represents the 7.7% of the mean airborne derived LAI values
for the study area. Canopy cover and leading edge were selected as
explanatory variables in the model. The latter variable is related not
only to canopy height variability (Lefsky et al., 2007) but also to the
density of the canopy, with lower values for more dense canopies.
Lefsky et al. (1999) estimated LAI from SLICER data and found that
the most important variable for predicting LAI was the filled canopy
volume, which was described as a three-dimensional analog of the
cover. Filled canopy volume has the advantage over canopy cover in
that it is sensitive to LAI increases after canopy closure, whereas an
asymptotic relationship can be found between canopy cover and LAI
values larger than 3. Since LAI values for the area used in this study
were smaller than 3 no asymptotic relationship was observed.

4.4. Canopy bulk density

The results obtained for CBD showed good agreement between
GLAS and airborne estimates although CBD was underestimated and
the RMSE represented nearly 40% of the mean CBD of the study
area. Nevertheless, since the slope of the trend line between GLAS
and airborne estimates was not statistically different from 1, the sys-
tematic underestimation of GLAS-derived CBD could be compensated
by adding the bias term.

The errors of the CBD estimates can be partly explained by differ-
ent factors. The first reason is the different definition of CBD used by
Zhao et al. (2011) and the one used in this study. Thus they estimated
CBD considering as available fuel both, foliage and fine branches
(b6 mm); whereas in this study only the foliage biomass was consid-
ered. Second, the estimation of the fuel profile is based on MacArthur
and Horn's method, which underestimates the LAI used to derive FB.
Nevertheless, since GLAS waveform measures all vegetative compo-
nents, foliage and woody biomass, PAI is actually estimated not LAI
so this effect would be partially compensated. In addition, the SLA
values used to transform LAI to FB were obtained from a different
area. Moreover, a unique SLA value was used, whereas the study
area presented several species. Also the large footprint of ICESat
might not provide as much detail of the canopy structure as the air-
borne LiDAR.

The use of different CBH values, which ranged between 2.75 m
and 21.04 m (Zhao et al., 2011), to derive the canopy fuel profile
greatly affected the results due to its high variability. If methods
were derived to automatically identify canopy bins, a different CBH
threshold could be applied to each footprint, which would improve
the results.

Another factor to be considered is the error associated to the refer-
ence data used to validate GLAS estimates. The RMSE reported by Zhao
et al. (2011) for the CBD estimated using ALS data was 0.015 kg m−3,
which is almost as high as the error obtained for GLAS data.

5. Conclusions

This research has shown the potential of the ICESat/GLAS sensor to
estimate canopy fuel properties relevant for crown fire behavior as
compared to data derived from airborne LiDAR data collected over
the same area. An analysis of the geolocation accuracy of GLAS data
showed an offset less than one pixel (20 m). Canopy cover has been
successfully estimated as the ratio of the canopy energy to the total
energy of the waveform. It has been shown that the relationship be-
tween airborne and satellite estimates of CC became linear when a
CBH threshold was applied since no understory vegetation was in-
cluded to compute canopy energy. Moreover, the amount of variance
explained increased as the CBH threshold applied increased. Also,
better correlation was found when CC was derived from the intensity
of the airborne LiDAR data.

LAI was estimated from two different approaches. MacArthur and
Horn's method greatly underestimated LAI, which agrees with other
studies using discrete return LiDAR. Better estimates were obtained
using an empirical model derived using a stepwise regression ap-
proach. However, empirical models are limited in terms of generaliza-
tion capability since extrapolation of the equations to areas different
to that used for calibration can yield unreliable results.

Canopy bulk density was estimated based on the approached de-
veloped by Sando and Wick (1972), commonly used in computer
tools used for forest fuel management such as FFE-FVS or the Crown-
Mass to estimate CBD from field data. The method was adapted to the
GLAS data and showed good agreement with CBD estimates from air-
borne LiDAR. This method has more generalization capability than
empirical methods and could be applied to different areas if FB or
SLA values can be derived from other sources such as MODIS products
(Heinsch et al., 2003; Zhang & Kondragunta, 2006).

Future satellite LiDAR missions with smaller footprints might pro-
vide a better description of the structure of the canopy providing clos-
er estimates to airborne LiDAR estimates.

The study area represents a gentle topography which reduced the
impact of slope and terrain roughness on the derivation of parameters
from GLAS data. Future studies should evaluate the potential of GLAS
to estimate the canopy fuel properties over more complex terrain to
test the generalization power at regional and global scales of the
methods presented.
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