Using a spatial decision support system for solving the vehicle routing problem
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Abstract

Recent technological advances in Operational Research and Information Technology have enabled the development of high quality spatial decision support systems (SDSS). They constitute a new scientific area of information systems applications developed to support semi-structured or unstructured decisions, paying much attention to the spatial dimension of data to be analyzed, such as the location and shape of, and relationships among, geographic features. This paper presents a SDSS to coordinate and disseminate tasks and related information for solving the vehicle routing problem (VRP) using a metaheuristic method termed: backtracking adaptive threshold accepting (BATA). Its architecture involves an integrated framework of geographical information system (GIS) and a relational database management system (RDBMS) equipped with interactive communication capabilities between peripheral software tools. The SDSS was developed for Windows 98 platforms, focusing on the detailed road network of Athens. © 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

This paper presents a spatial decision support system (SDSS) to coordinate and disseminate tasks and related information for solving the vehicle routing problem (VRP) using a metaheuristic method termed backtracking adaptive threshold accepting (BATA).

In this important problem, a fleet of homogeneous vehicles with a fixed carrying capacity, located on a central depot, must deliver order quantities of the same or different products, to a number of customers. If the distance between each pair of customers is known, the problem is to find vehicle tours in such a way that:

- The total distance traveled by the vehicles is minimized.
- The capacity of a vehicle cannot be exceeded.
- A single vehicle supplies each customer’s demand.

The number of vehicles is unlimited, meaning that the SDSS can handle an unlimited number of customers. The capacity of vehicles and the demand of the products are defined by record files in the database. In order to order products, customers place “on-line” via a web page.

The architecture of the SDSS involves an integrated framework of geographical information system
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(GIS) technology equipped with interactive communication capabilities between peripheral software tools. Its rationale is based on the development of a distributed environment for the integration of software applications that share data and operations through a common database repository and which can support a large-scale organization’s manipulation and retrieval of data. This effort is chiefly based on careful definitions of data type objects and the construction of focused methods to manipulate them. In fact, there are many opportunities presented by such a system for new, current and future users. They benefit from the consistent behavior and feel of the system, minimizing frustration and time-spent in learning the mechanical aspects of the programs, since similar user interfaces are implemented to all tasks. By using and developing focused applications for specific object types, users and programmers alike benefit from an increase in application reusability.

The structuring of the data, assure the programmer that only specific object types are available. This allows applications to grow and develop or remain operational even if the object definitions evolve and change. The use of objects even protects the user from having to know the differences between diverse applications that perform the same function. Future users benefit because the consistency imposed upon a project allows history maintenance and retrieval mechanisms to be incorporated. Users can also take advantage of the information obtained from an old project in any new project developments.

The SDSS manages to overcome efficiently the technical and managerial difficulties faced during the implementation of the system with ad hoc connections between the GIS, the evolving database management system (DBMS), and the routing methods used for calculating the shortest paths between all pairs of customers and routing plans.

2. The evolution of the vehicle routing systems (VRS)

In the mid-1960s, VRP solutions were based on non-computerized methods, where routes were designed manually by using paper maps that provide locations of customers to be routed as geographical reference points. By the early 1970s, vehicle routing heuristics [13,15,18,24,39,40] were used to produce routes together with skilled manual intervention by experienced routing decision makers who had considerable knowledge of local condition and of the relative importance of the various constraints. From the early 1980s every VRS was seen as a decision support system (DSS), due to its links to the database management system in order to organize large amounts of data (customer specific orders, size of the vehicle fleet, etc.) and the use of a visual interface needed to support problem specific decisions [1,4–7,20,28,31,32,35].

During the same time period, the area of IS gave birth to systems for analyzing, storing and displaying spatially or geographically related data. These systems were generally implemented on UNIX workstations and termed GIS [29]. However, the vehicle routing DSSs of that period started by integrating geographical data and focusing on spatial dimension of the VRP by linking to external information sources, such as public mapping agencies and raster images of paper maps [8]. The growth of GISs was rapid in the 1990s when personal computers became powerful and capable of supporting such systems and the increasing volume of digital spatial data became available [12,21,26,33,34]. However, the traditional GIS could not support routing efficiently since it provided routines only for finding shortest paths. Even today only a limited number of GIS products provide more effective routing techniques, thus, increasing the need for developing DSSs that will incorporate effective methods for solving real life (large) vehicle routing problems, combined with spatial techniques drawn from the field of GIS [9,10,37]. Such systems are characterized as VRP–SDSS and they support semi-structured or unstructured vehicle routing decision making by displaying features such as road network, administrative boundaries, complex path constraints, paying much attention on spatially referenced data [11,27,38]. At this point, it is important to make clear that pure spatial data refers to information stored on maps and to information about the relationships of entities in space while spatially referenced data refers to thematic or applied data such as customer addresses coded by ZIP code or vehicle routes designed by street address [17].
3. Distributed component software

The architecture of the SDSS is based on distributed component software. Distributed environments for the integration of software applications that share a common database repository, encourages the development of small tightly focused applications that perform specialized tasks. This allows the re-use of software components and the development of a consistent user interface. The creation of huge and monolithic applications is avoided, enabling the development of more adaptable tools. There is also the possibility of synergy being developing through the use of many small tools. These use an architecture and application dependent object format to achieve an integrated environment. The use of object oriented techniques allows users to tailor the system to their demands and needs. Distributed software systems, allow project managers to divide a project, yet still maintaining the integrity of the whole. Different people or groups can each be given a particular part of the project, and be able to work on it independently of others. Each team member, however, can access other people’s work through the facilities provided by the system.

4. The architecture of the SDSS

The architecture of the SDSS is shown in Fig. 1; it consists of five modules:
- The geographical information system (GIS).
- The database management system (DBMS) (Microsoft SQL Server).
- The network analysis tool (NAT).
- The vehicle routing optimization tool (VROT).
- The user interface.

The GIS is characterized by the interactive communication to a DBMS and individual software tools that perform all necessary numerical calculations, and all cartographical and graphical tasks related to a VRP. The GIS used (ESRI ArcView GIS) is the background information system of the SDSS, since it includes all the necessary cartographic information, etc. The cartographic information is derived from general maps, updated with suitable photogrammetric methods, with various levels of analysis and accuracy. The development platform was Windows 98 for PCs.

The DBMS (Microsoft SQL Server) is the heart of the SDSS; it has a two-fold role. Within its relational infrastructure are stored, regional and operational, spatial and non-spatial data related to depot and customers with their addresses, as well as the road network, road maps, and transportation facilities of the region. In addition, it serves as the common repository of all tools to store and exchange data within each application. In particular, each tool retains its own part of the database for interaction with the user. The level and complexity of database transparency to each tool depends on the access privileges of each application for each specific task.

The NAT determines the shortest paths, expressed in terms of distance traveled, within a specific road network.

The VROT uses BATA to determine the best routing plan (which vehicle should deliver to which customers and in which order), minimizing simultaneously the total distance traveled by vehicles.

The user interface is the only module visible to user. Many research studies in the past have underlined the role of the interface in comprehension and acceptability of a SDSS [30]. The interface of the SDSS allows user to interact with data and methods used to solve VRP while it transforms user query and update requests into appropriate sequences of commands to the other modules. The transformation of a user query is achieved by providing parameters in predefined queries, while it allows the updating of forms and the direct manipulation of data by simply clicking on the appropriate interface buttons.

5. Data management of the SDSS

Data management plays major role in the functioning of the distribution system. This role becomes more important when the system is large, with a detailed road network like that of Athens, as demonstrated in Fig. 2.

In order to produce the proposed routing plan, the SDSS uses information about:
- The locations of the depot and the customers within the road network of Athens (their coordinates in the map of Athens).
The customer demand.

• The capacity of the vehicles.

• The spatial characteristics of road segments of the network.

• The topography of the road network.

• The speed of the vehicle, considering the characteristics of the road and the area within which it moves.

The combination of geometric/cartographic and quality/descriptive data, derived from the analysis of the detailed network of Athens, is collected, manipulated and visualized by the SDSS.

Consequently, the SDSS combines, in real time, the available spatial data, tools for modeling, spatial, non-spatial, and statistical analysis mechanisms, image

Fig. 1. The architecture of data exchanged within the SDSS.
processing, etc. thus, forming a scalable, extensible and inter-operable application environment.

6. Planning and development of the spatial decision support system

The SDSS workflow consists of three business functions.

6.1. Validation and verification of addresses of customers

The validation and verification of addresses of customers helps to provide an accurate estimation of travel times or distances traveled. In the case of the bound in the total route duration, underestimates of travel time may lead to failure of the programmed routing plan whereas overestimates can lower the efficiency of the use of drivers and vehicles, and create unproductive waiting times also [2].

6.2. Development of economical vehicle routes

6.2.1. Maintenance of routing data

The SDSS consists of a Central Database, representing cartographic information and communicating with tools for entering and manipulation data.
6.2.2. Analysis and representation of spatial information

The software for spatial analysis and representation of cartographic information is the Desktop ESRI ArcView GIS 3.0. The demand for accuracy and level of detailed representation of the data depends on the specific task. The depot, customer, vehicle and other characteristics must be entered with an accuracy of about 1:500 or 1:1000. The surrounding areas of depot and customers and the neighboring activities need less accuracy of the scale 1:2000–1:5000. Consequently, the best solution is a combination of them, with an emphasis on the application of digital photogrammetric methods either for updating extant maps or for compiling new ones.

It is exactly because high accuracy is sometimes needed in small parts of whole area that the possibility of applying simple photogrammetric methods. After that, more detailed and accurate spatial information can be added to the particular points of interest, by applying more complicated methods, such as stereoplotting using large-scale airphotos or even terrestrial measurements. Such information is represented in the graphical environment of the ArcView software:

- At the first level, the whole of the road network of interest.
- At the second level, the neighborhood of a customer or depot.
- At the third level, the diagram of the installation of the depot and the customers.

6.2.3. Use of routing tools

The main tools that have been developed for the SDSS are:

- The NAT, which provides solutions to problems of effectively determining shortest paths, expressed in terms of distance traveled, within a specific road network, using Dijkstra’s algorithm. This is used in two phases during the process of determining the routing plan.
  - First, Dijkstra algorithm computes the shortest paths between all possible pairs of depot and customers, so that BATA will find the best routes connecting them. The objective of the VRP is to find the best vehicles routes, knowing the travel distances between all possible pairs of nodes.
  - Second, it determines the shortest path between two nodes (depot or customer) in the best routing plan, as determined by BATA previously. The GIS performs all graphical tasks, such as roads, road intersections, locations of the depot and customers, etc. Attributes such as the type and condition of the road, the population density of each urban block, etc. are supplied by the DBMS.
- The VROT, which uses BATA to determine the best routing plan (which vehicles should deliver to which customers and in which order), minimizing the total distance traveled by the vehicles.

6.3. Strategic analysis and representation of a vehicle routing plan

This process involves activities that tend to be strategic and less structured than the operational procedures. The SDSS helps planners and managers view information in a new way and examine issues, such as:

- Average cost per vehicle, and route.
- Vehicle and capacity utilization.
- Service level and cost.
- Modification of the existing routing scenario by adding or subtracting customers, etc.

The interface of the SDSS provides a variety of analyzed geographic data capabilities. Moreover, it can represent each vehicle route separately, cutting it out of the final routing plan and allowing the user to see the road network and locations of the depot and customers in full detail.

7. Technical management of the spatial decision support system

7.1. Connections between the GIS and DBMS

The “translation” of a polyline geographical object from GIS coordinates into a DBMS node and link uses entity relationship diagram (ERD), shown in Fig. 3, written in a related Avenue script. Each polyline object is characterized by an up-stream and a down-stream node, its length, name, transport and traffic characteristics.
For up-stream and down-stream nodes:

If node \((x, y)\) exists in node table of the DBMS then select its maximum primary key from node table of the DBMS else insert into the node table the node \((x, y)\) and get its primary key.

For links, after repeating the same procedure for both the up-stream node and down-stream node of the selected link:

Insert a new link entity that has as up-stream node primary key and down-stream node primary key the numbers retrieved as mentioned above. Insert also all link characteristics.

The transformation process for a customer or depot of the network is slightly different.

Select the closest node to the customer or depot we want to transform by calculating their distance. Insert the selected customer into the Customer table of the DBMS.

7.2. Connections between the DBMS and routing methods

After translating the digital physical network into the mathematical network, we have to represent the network in a C++ structure (see Fig. 4). The way that an input network is represented is vital to the performance of the routing methods. Our representation describes the connection between the nodes of the network in the forms of arrays of nodes. The rationale is to transfer the content of the Node table in an array of nodes and then, for every node of this initial array, to search for the nodes to which the selected node points. This operation is carried out by selecting the links that have the same up-stream node primary key with the selected node of the initial array of nodes. Since the Link table also contains the down-node primary key of each link, we get information about the nodes to which the selected node points. After defining those nodes we transfer them into an array, and the same procedure is repeated until we form similar arrays for every node of the initial array.

A matter of interest is the implementation of Dijkstra algorithm. The algorithm begins at the specified node, termed the “source”. Each node can be in a permanently, or temporarily labeled state or in an unreached state. The permanently and the temporarily labeled nodes are placed in two different arrays. The output of this algorithm is the shortest paths from the source node to all other nodes. Repeated application of this method, though each node of the network finds the shortest path tree associated with each and every one of the network’s nodes.

7.3. Finding the shortest path

Step 1: The arrays of permanently and the temporarily labeled nodes are empty. Consider the source node \(\delta_{N}\) as permanently labeled. Store the source node in the array of permanently labeled nodes.
Step 2: Examine all links \((s_N, j)\) out of the source node.

- If node \(j\) is permanently labeled, go to the next link.
- If node \(j\) is unreached, then set label \((j) = \text{label } (\text{predecessor}) + \text{length } (\text{predecessor}, j)\), and store it in the array of the temporarily labeled nodes.
- If \(j\) is temporarily labeled, then set label \((j) = \min \{\text{label } (j), \text{label } (\text{predecessor}) + \text{length } (\text{predecessor}, j)\}\), and store in the array of the temporarily labeled nodes.

Step 3: Select the minimum labeled node from the array of the temporarily labeled nodes and remove it to the array of the permanently labeled nodes. Repeat the same procedure, characterizing the minimum labeled node as \(s_N\), until the array of the temporarily labeled nodes becomes empty. The output of this procedure is the array of the permanently labeled nodes.

Using this method, the computational performance of the shortest path procedure is very efficient since the algorithm checks just the array of the temporarily labeled nodes. Characteristic of this excellent performance is that the algorithm finds the shortest paths from one to all other nodes of network, in 0.02 s. for a typical road network of 10 000 roads.

8. Backtracking adaptive threshold accepting (BATA) method

In the late 1970s, several algorithms were developed for solving VRP for very small numbers of
variables and constraints \[3,14,22,23,25\]. Later, since exact algorithms did not perform well for large numbers of nodes, mainly due to computational complexity, many researchers focused on heuristic methods that searched for near optimal solutions at a reasonable computational cost, without any guarantees of optimality.

The classic heuristics used to improve a vehicle routing plan are the tour improvement procedures. These can improve a VRP solution by introducing changes in the plan, taking a node (customer) from its position in the routing plan and moving it to another position in the same or different vehicle routes. These methods are also characterized as local search methods because they involve initialization of the solution search space with some arbitrary solution (a routing plan) and then they proceed to try to improve it by successively moving from the current solution to a neighboring one. This is derived when an exchange of edges (road segments) or nodes (customers) converts one tour into another by using just a single move.

The methods used by BATA are the 2-Opt \[16\], 1-1 and 1-0 Exchange \[36\].

8.1. 2-Opt move

Suppose a single route consists of the following set of nodes \(N_1\) in the given order \(1 = (0, 1, \ldots, k, 0)\), and let \(A_1 = \{(i, i+1); (j, j+1)\}\) be a set of two edges in \(N_1\) that form a criss-cross. 2-Opt move eliminates any criss-cross and reverses a section of the route by deleting the branches \((i, i+1), (j, j+1)\) and replacing them with its supplement \((i, j), (i+1, j+1)\) to reconstruct the route. In multiple routes, edges \((i, i+1), (j, j+1)\) belong to different routes but they again form a criss-cross. 2-Opt move is applied exactly in the same way as in the case of multiple routes. This is demonstrated in Fig. 5(a).

8.2. 1-1 Exchange move

This move swaps two nodes from either the same or different routes. Consequently, if the initial tour consists of the set of nodes \((0, \ldots, i−1, i, i+1, \ldots, j−1, j, j+1, \ldots, 0)\), the improved one is constructed as \((0, \ldots, i−1, j, i+1, \ldots, j−1, i, j+1, \ldots, 0)\). The same procedure is conducted in the case of multiple routes. This is demonstrated in Fig. 5(b).

8.3. 1-0 Exchange move

This move transfers a node from its position in one route to another in either the same or a different route. Consequently, while the initial tour is \((0, \ldots, i, i+1, \ldots, j−2, j−1, j, j+1, \ldots, 0)\), the improved one is constructed as \((0, \ldots, i, j, i+1, \ldots, j−2, j−1, j+1, \ldots, 0)\). This is demonstrated in Fig. 5(c).

These moves are continually used to improve the solution until it is ascertained that no move can give an improved vehicle routing plan (solution). So, supposing that \(s' \in N(s)\), where \(N(s)\) is the neighborhood of a solution \(s\) that contains all the solutions that can be reached by a single move termed as neighbors, no improvement can be made to the current solution \(s\) (routing plan) if

\[
c(s) \leq c(s')
\]

\(\forall s' \in N(s)\). Then it is said that \(s\) is a local minimum of \(c\), where \(c\) is the cost function of the problem. Since the tour improvement procedures terminate when a local optimum is reached, new methods were developed, termed metaheuristics, to solve hard combinatorial problems such as the VRP, achieving high computational speeds in producing good solutions and preventing the search from becoming trapped prematurely in a local optimum.

BATA is such a metaheuristic method based on threshold accepting rationale \[19\]. The main characteristic of this class of methods is that it can accept every move that leads to a new solution, which is not necessarily better, but not much worse than the current solution. More specifically, if \(s\) is the current solution, the proposed next solution \(s' \in N(s)\) is accepted only if the move acceptance criterion

\[
c(s') - c(s) < T_h
\]

is satisfied, where \(N(s)\) is the neighborhood of solution \(s\) and \(T_h > 0\) is a control parameter, in the same units as the cost function, called threshold.

The definition of the threshold value plays an important role in preventing the search from becoming trapped prematurely in a local minimum. In fact, if there is no new proposed solution \(s' \in N(s)\) (local minimum), then the value of the threshold can interfere with and transform the inequality (1) into (2), satisfying the move acceptance criterion, while at the same time allowing the method to perform a local
search, thus, seeking better solutions. In addition, it is worth observing that in the inequality constraint (2) the value of the threshold determines the size of the variation between the proposed and the current solution. Therefore, during the optimization process the threshold is gradually lowered in such a way that a move that would make the current solution much worse is never accepted.

The innovation of BATA over a typical threshold accepting method is based on the fact that the value of threshold is not only lowered but also raised, or backtracked, when the move acceptance criterion is not satisfied. It is noted that the backtracking is related to such levels that the increase of the threshold value during the backtracking procedure is always smaller than its previous one, before backtracking turned out to be necessary. The basic steps of BATA are given in Fig. 6.

8.3.1. Step 1 (initialization phase)

In the initialization phase, a positive value of threshold is selected ($T_h > 0$), and BATA starts with an
8.3.2. Step 2

The second step is separated into two phases.

8.3.2.1. Phase 1. In this phase, a local search is conducted in the inner loop by using a blend of 2-Opt, 1-1 and 1-0 Exchange moves. These moves depend on the exchange of edges or nodes performed to convert one tour into another. BATA is a stochastic method, therefore, the selection of the type of the move used to conduct local search in the inner loop is made stochastically, though a stochastic move generation algorithm. The main characteristic of the move that conducts a local search in the inner loop of BATA is that it is “biased uniformly distributed”. This means that their selection follows the uniform distribution, but that the percentage of use of each can be decided by the user. Finally, the customers involved in the implementation of the moves are also chosen stochastically.

8.3.2.2. Phase 2. BATA decides whether the value of the threshold will be backtracked or lowered; therefore, a threshold controlling procedure is conducted in the outer loop. After applying a number of feasible moves, as determined by the inner loop stopping criterion, the value of the threshold is lowered if the move acceptance

---

**Fig. 6. BATA method.**

| Step 1 | Generate an initial feasible solution $s$ and an initial threshold $T_h > 0$. |
| Step 2 | *(Start of outer loop)* |
|        | While the outer loop stop-criterion is not satisfied do the following: |
|        | (a) *(Start of inner loop)* |
|        | While inner loop stop-criterion not satisfied do the following: |
|        | (b) Select a solution $s'$ such that $s \in N(s)$. If $c(s') - c(s) < T_h$, then the move acceptance criterion is satisfied, and $s = s'$. |
|        | *(End of inner loop)* |
|        | If the move acceptance criterion is satisfied at least once in inner loop, |
|        | threshold is reduced |
|        | else |
|        | raise the threshold (backtracking). |
|        | *(End of outer loop)* |
| Step 3 | Return to the best solution found. |

initial solution (routing plan) where each vehicle services only one customer.

The performance of a local search starts in the inner loop.

- After applying a feasible move in the inner loop and producing a new proposed solution $s'$, the move acceptance criterion is examined.
- If inequality (2) is satisfied, then the current solution $s$ is replaced by the new solution $s'$, otherwise the move selected is rejected.
- The same procedure is repeated for each of the moves selected in the inner loop, until the maximum number of feasible moves in the inner loop has been reached and the inner loop stopping-criterion is met.

8.3.2.2. Phase 2. BATA decides whether the value of the threshold will be backtracked or lowered; therefore, a threshold controlling procedure is conducted in the outer loop. After applying a number of feasible moves,
criterion has been satisfied at least once in the inner loop. However, the value of the threshold $T_h$ is raised, or backtracked when there was no acceptance in the inner loop. The increase of the threshold value during the backtrack is always smaller than the prior one, providing the smallest possible value for the threshold in order to have some acceptances.

The iterations in the outer loop are stopped when one of the following criteria is met:

- the standard deviation over the average of the costs of all the moves in the last inner loop is less than or equal to a user specified tolerance, for example $e_1$, for a consecutive number of outer loop iterations;
- the standard deviation over the average of the costs of all the moves in all the inner loops performed, is less than or equal to a user specified tolerance, for example $e_2$, for a sequential number of outer loop iterations;
- the maximum number of iterations (based on a time budget constraint) of the outer loop has been reached; or
- although the value of the threshold $T_h$ has been backtracked (raised), no feasible move was accepted in the outer loop for a number of consecutive iterations.

8.3.3. Step 3
Return the best solution found.

9. VRP solution methodology for applications to the Greater Athens

9.1. Basic characteristics of the region and the road network of Athens

Greater Athens is the target area of applications here. The integrated urban character of the region is ensured by: the existence of a common/shared infrastructure connecting all its parts, the common administrative framework, intercenter dependence of the everyday activities in the center of the city of Athens and Piraeus, as well as in the centers of a small number of regional centers clustering around the city center. The Municipality of Athens is at the center of the area.

The area of the region is about 544 km$^2$, if only the build-up urban environment is taken into account, or a total of 1450 km$^2$, if semi-rural areas, agricultural land, and forest preserves are included. This makes up to 35% of the area of Attica county and it includes three mountain ranges and four relatively high hills, which constitute important barriers to transport. The central region of the Greater Athens area, the Athens Basin, is the main urban part with more than 90% of its residential population. The Central Area of Athens is the central district bounded by the inner ring road of the city, with an area surface of 11.76 km$^2$, in which traffic restriction apply, based on odd/even license plate numbers and total restriction of personal transportation in a very small part. In Athens there are about 28 km$^2$ of free parks and other open spaces. The estimated population of Athens for year 1997 was about 3,700,000 residents.

The transport infrastructure in Athens consists of a road network with a total length of 2500 km. Its density is 5.5 km (road)/km$^2$ of urban area, within the Athens Basin, or 8.5 km/km$^2$ within the Municipality of Athens. Out of total 12% of these roads are dual carriageways, while 28% are one-way streets; 77% of these roads have one-lane in each traffic direction, 16.5% are two-lane roads and 6.5% are three-lane roads. The frequency distribution of roads according to total width (including side walk-ways) is 5.4% with widths of less than 7 m, 32.4% with width of 7–10 m, 35.7% with 10–15 m, 12.6% with 15–20 m and 13.9% with widths greater than 20 m. This road network is controlled by about 1000 signalized intersections and 40 intersections at grade.

All road traffic in Athens encounters significant traffic delays and low traffic speeds, which lead to large travel times. As a result of the increase in travel demand and the rapid increase in the use of private cars, during the last 25 years, there is currently a 2.6% average annual increase of traffic within the central areas, 3.5% increase within the rest of the main urban area (Athens Basin) and 7% increase within the suburban and semi-rural areas. Traffic congestion and delays are not helped by the fact that a significant percentage of roads are either of small width or at large grade. It has been estimated that the average traffic speed throughout the main urban areas is about 23 km/h, while the average speed in the remote suburbs is 35 km/h and in the semi-rural areas 52 km/h.
9.2. Compilation of the chartographic background

The chartographic characteristics considered necessary for the operation of the SDSS are:

- The road network of the Greater Athens.
- The location of customers and depot.
- Detailed topographic diagrams of the centers of the city of Athens and Pireaus.
- Detailed topographic diagrams of the centers of suburbs of Athens and Pireaus (Peristeri, Nikea, Kifisia, Marousi).
- The rest land uses (rural areas, forests, military installations, industrial areas, etc.).
- Elevation contours, with a contour interval of 10 m.

The available data for the collection of the information were:

- Maps for general use at a scale of 1:5000, in analog form, which cover the whole area and include the necessary leveling. The date of the last updating of the various mapsheets varies between 1988 and 1997.
- Recent airphotos with stereoscopic coverage of the whole area, at a scale of 1:15 000.
- The ratified urban plans for the settlements, at scales of 1:500 and either of 1:1000 or 1:2000.
- Analog or digital topographic diagrams of the depot and customers, with the accuracy of the map scale 1:100 to 1:500.

Using our technical specifications, the creation of a two-level structure of the digital chartographic information was used:

- A general map of the whole region. Its compilation required two stages:
  - The digitization through the ArcView software and its structural transformation into GIS-coverages of necessary information in the analog maps of general use (i.e. road network, streams, contours, etc.).
  - The updating and completion of the digitized data using recent airphotos. The continuous expansion of the urban sprawl of Athens mainly towards the north and the east, because of better environmental conditions, resulted in some of the digitized data being out of date. Changes were also noticed even at the road map data level, due to the construction of new roads leading to the newly-constructed airport of Spata. The use of digital rectification proved to be the most effective way to resolve this for the following reasons:
    - The comparatively low accuracy demands.
    - The availability of leveling data.
    - The use of check points derived from the extant maps.

Twenty airphotos were used; they covered the whole region with significant side and forward overlap. From each photo, a proper part around its center was selected (a size of 7–12 cm on the image scale), so that a maximum error of 6 m on the ground (or 0.4 mm maximum radial displacement on the image) was achieved.

The photogrammetric rectifications were made by ARCHIS software of SISCAM, in an MS-Windows environment. For each rectification 8–10 well defined points on the analog maps of 1:5000 were used as control points. These points were crossroads, characteristic boundaries of large land parcels, etc.

A photomosaic was compiled for the whole region out of the rectified photos, by using the capabilities for raster geoprocessing of the module ARC GRID of GIS-software ARC/INFO of ESRI. The coordinate differences at the seams of images were within the necessary accuracy, making it possible to digitize the necessary planimetric characteristics from the unique raster file.

- A detailed map of the surrounding road network of each customer and the depot. The additional to the general map data were recorded in new coverages of the SDSS, for better manipulation of the data. The additional data were collected.
- By digitizing the blocks on the existing analog urban plans, included to the areas of interest.
- From the topographic diagrams of the locations of depot and customers. Those in analog form were scanned and the rest were properly adapted to the chartographic background by using common points (i.e. boundaries, roads, diagram orientation, etc.).
- From stereoplotting of individual parts of stereopairs for the surrounding road network of each customer and the depot that are not covered by......
the extant diagrams. This process was applied in four stereopairs for the collection of a limited number of planimetric data (boundaries, narrow roads). Control points that were used included well-defined points on the large-scale topographic diagrams of each customer. The plotting was done on VMAP, the PC-based digital photogrammetric system. The discrepancies noticed between the photogrammetrically determined ground coordinates of check points and their coordinates as they are derived from the topographic diagrams, were less than 0.8 m.

The descriptive information that is related to the chartographic data was collected from:

- public agencies, such as the National Statistical Service of Greece, about the population density per urban block and employment, and Ministry of Transportation;
- existing studies for the transportation network in the Athens Greater area; and
- aerial photo interpretation studies (classification of the road network, land use).

9.3. The VRP of Greater Athens

The SDSS for solving the VRP has been used very successfully several times in different types of applications, such as routing for taxi-companies, delivery of meals, couriers, and routing for a newspaper industry. It solves the problem of finding a set of optimal routes, defined on a road network of Greater Athens, through a set of customers, for a fleet of homogeneous capacitated vehicles to satisfy the delivery requirements of customers. Each vehicle started at the distribution center (depot) and after satisfying the demand of each customer it visits, returned back to the depot. The capacity of a vehicle could not be exceeded, and a single vehicle supplied each customer’s demand. The objective was to find the set of vehicle routes, minimizing the total distance traveled by the vehicles, subject to the constraints.

In order to define each vehicle routing scenario, we fill the following parameters in predefined query forms:

- The node number of the depot.
- The node numbers of customers to be serviced.
- The capacity of vehicles used.
- The customers’ demands.
- The time limit on the length of the route.
- The traffic speed.
- The node number of the erased or added node in the cases of creating a new vehicle routing scenario.

The SDSS exploits this information and combines it with the spatial characteristics of the area of Greater Athens, generating automatically the vehicle routing plan and representing it with an efficient graphical way, as it is shown in Fig. 7.

Finally, the results of the problem are demonstrated in a tabular way, which is used to answer questions about:

- Customers that form each route.
- Vehicles that deliver to customers.
- The order in which the vehicles deliver to customers.
- The length and duration (or distance traveled) in each route.
- The total length and duration (or distance traveled) of all routes developed.
- Capacity utilization of the vehicles used.

10. Advantages of the proposed SDSS

Although several commercial SDSSs for solving the VRP have been developed, very few have publicly informed possible users about their technical characteristics, due to lack of incentives or restrictions on proprietary information. Unfortunately, the majority of the VRSs that have been published belong to the previous system generation.

The benefits of using a commercial VRP–SDSS are generally known: transport cost reduction, improved customer service, effective strategic planning, less reliance on individual skills, tighter control of distribution, effective support of semi-structured or unstructured vehicle routing decision making by displaying road network, administrative boundaries, complex path constraints and paying attention to spatially referenced data. However, the real advantages come from the technical characteristics and methods used in finding the vehicle routes, since these factors determine the general system’s
efficiency. Thus, the advantages of an SDSS are mainly:
- The efficient representation of the network, allowing the fast implementation of routing methods.
- The performance of the BATA method in vehicle routing applications, which can solve real life (large) vehicle routing problems quickly and efficiently.

11. Conclusions

This paper presents a SDSS that coordinates and disseminates tasks and related spatial and non-spatial information in solving VRP using the BATA method. The architecture of the SDSS is based on an integrated framework of GIS and RDBMS technology systems equipped with interactive communication capabilities between software tools. The SDSS was developed for a Windows 98 system for PCs and was applied in the area of Greater Athens.
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