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Abstract—We investigate the performance of a two-hop cognitive relay network with a buffered decode and forward (DF) relay. We derive expressions for the rate performance of an adaptive link selection-based buffered relay (ALSBR) scheme with peak power and peak interference constraints on the secondary nodes, and compare its performance with that of conventional unbuffered relay (CUBR) and conventional buffered relay (CBR) schemes. Use of buffered relays with adaptive link selection is shown to be particularly advantageous in underlay cognitive radio networks. The insights developed are of significance to system designers since cognitive radio frameworks are being explored for use in 5G systems. Computer simulation results are presented to demonstrate accuracy of the derived expressions.

I. INTRODUCTION

It has been established that cognitive radio [1], in which an unlicensed (secondary) user shares the spectrum of the licensed (primary) user, has great potential for alleviating spectrum scarcity. In particular, underlay cognitive radio networks, in which the secondary node transmits with power that is controlled carefully to ensure that the interference caused to the primary receiver is below an interference temperature threshold, has attracted great research interest [2]. However, the severe interference constraints imposed by the primary networks seriously limits the transmit powers, and thereby the rates that can be achieved in the secondary networks.

The advantages of using of a buffer equipped relay has been demonstrated [3]. In non-cognitive two-hop networks, using a buffered-relay, Madsen [3] demonstrated rate enhancement in fading channels by averaging the instantaneous rate over multiple time-slots for both the hops. Unlike [3], Bing [4] utilized two-hops of equal duration, so that the rate was limited by the weaker link. Recently, it has been demonstrated [5]–[7] that buffering with adaptive link selection, where either the source-relay or relay-destination link is judiciously selected for transmission, can harness a diversity of two with fixed-rate transmission, and increase the average rate by a factor of two as compared to a conventional buffered relay scheme with adaptive rate. Symbol error rate (SER) performance of such systems is analyzed in [8]. Intuitively, since the sources in cognitive radio networks are power-limited, the use of relays is well motivated. Also, all the techniques employed to improve performance of relays can be utilized [9].

In [10], an interference cancellation-based scheme is proposed where the primary and the secondary sources pick one buffer-aided relay each for two-hop transmission, and address power allocation issues. In [11], a throughput-optimal adaptive link selection policy is proposed for the secondary two-hop network. For underlay two-hop buffer-aided relay networks, a sub-optimal relay selection scheme is proposed in [12], and its outage performance is analyzed assuming only the peak interference constraint (ignoring the peak power constraint). In [13], an overlay secondary source maximizes its own rate in a link without relays, while assisting the primary to attain its target rate using causal knowledge of the primary message.

In this paper, assuming peak interference and peak power constraints on the secondary nodes, we develop closed-form analytical expressions for rate performance of a two-hop underlay network with a buffered relay. We compare rate performance of the adaptive link selection scheme with that of conventional buffered and unbuffered relays. To facilitate rate analysis, we first derive expressions for the joint complementary cumulative distribution function (CCDF) of the link selection parameter and the instantaneous SNR of the selected link. We demonstrate that buffering with adaptive link selection is most beneficial in severely power constrained scenarios typically encountered in underlay cognitive radio. Intuitively, this is because the interference constraints make the transmit power of the source and relay in the two-hop network random variables. This increases the variance of the SNRs of the two hops, which makes use of a buffer at the relay more important than in cooperative links. Since use of the cognitive paradigm is being explored for use in 5G systems, performance of link-level two-hop cognitive radio networks is of great interest to researchers and system designers [14]–[15]. This paper, we restrict out attention to rate performance. In the longer version of this paper, we address symbol error rate and delay performance issues.

II. SYSTEM MODEL

We consider a two-hop underlay cognitive network as depicted in Fig.1. The primary network consists of the primary destination (PD), and the secondary or unlicensed network consists of the secondary source (SS), the secondary destination (SD), and a half-duplex (HD) decode and forward (DF) secondary relay (SR). It is assumed that SR is equipped with a buffer. All secondary nodes are assumed to possess a single antenna. The SS-SD direct link is heavily shadowed, necessitating the use of a relay. All channels between nodes in this
network are assumed to be quasi-static, and do not change in
the signalling interval, though they change independently from
slot to slot. The channel coefficients of the SS-SR and SR-SD
links in a time-slot are denoted by \( h_s \) and \( h_r \) respectiv ely, with
\( h_i \sim \mathcal{CN}(0, \Omega_{h_i}), i \in \{s, r\} \). The channel coefficients of the
SS-PD and SR-PD interference links are denoted by \( g_s \) and \( g_r \) res pectiv ely, with \( g_i \sim \mathcal{CN}(0, \Omega_{g_i}), i \in \{s, r\} \). Let \( d_{sr}, d_{rd}, d_{sp} \) and \( d_{rp} \) denote the SS-SR, SR-SD, SS-PD and SR-
PDP distances respectively. With a path-loss Rayleigh fading
channel model, it is clear that \( \Omega_{h_i} = d_{ij}^{-\alpha} \) and \( \Omega_{g_i} = d_{ij}^{-\alpha} \) respectively, where \( i \in \{s, r\}, j \in \{r, d\} \), and \( \alpha \) is the
path-loss exponent. We also assume zero-mean additive white
Gaussian noise of \( N_o \) variance at all terminals.

Underlay CR nodes [16] use an interference constraint so that SS and SR restrict their instantaneous transmit power in order to limit the peak interference to PD below an interference
temperature limit (ITL) \( I_p \). We assume that maximum transmit power at SS and SR is limited to \( P_{max} \) (peak-power constraint), and define the system SNR as \( \gamma_{max} = P_{max}/N_o \).

With peak interference and peak power constraints, the instantaneous SNRs \( \gamma_i \) are given by [16]:

\[
\gamma_i = \min \left\{ \gamma_{max}, \frac{\gamma_p}{|g_i|^2} \right\} |h_i|^2, \quad i \in \{s, r\}
\]  

(1)

where \( \gamma_p = I_p/N_o \). The instantaneous capacity of the two
hops is defined as \( C_i = \log_2(1 + \gamma_i) \) \( i = s, r \). In the low SNR regime referred to as the peak transmit power regime (PTPR), \( \gamma_{max} \) is small (which ensures that \( \gamma_{max} << \gamma_p/|g_i|^2 \)) so that the link SNRs are determined solely by the peak power (and modelled as a exponential random variables). In the high SNR regime referred to as the peak interference power regime (PIPR), \( \gamma_{max} >> \gamma_p/|g_i|^2 \), so that the link SNRs are limited by the interference (and modeled as a ratio of exponential random variables). The probability \( p_i, i \in \{s, r\} \) that the peak interference \( P_{max}|g_i|^2 \) at PD with peak transmit power is higher than \( I_p \) is given by:

\[
p_i = \Pr \left\{ \gamma_{max} > \frac{\gamma_p}{|g_i|^2} \right\} = e^{-\gamma_p/\lambda_i}, \quad i \in \{s, r\}
\]  

(2)

where \( \lambda_i = \gamma_{max} \Omega_{h_i} \) and \( \mu_i = \gamma_{max} \Omega_{g_i} \) are the average values of instantaneous SNRs \( \gamma_i \) (of link \( i \in \{s, r\} \)) when the SS/SR are in PTPR and PIPR respectively. Note that when the ratio \( \mu_i/\lambda_i \) is \( \infty \) and 0, the corresponding probabilities \( p_i \) are 0 and 1 respectively. Hence \( p_i = 0 \) (\( p_i = 1 \)) indicates that the node

\( i \in \{s, r\} \) is operating in the PTPR (PIPR).

In literature [16], expressions have been derived for CDF of the
SNRs \( \gamma_i \) of (1) of the two links. We will find it convenient to
write the CCDF and PDF of link SNRs \( \gamma_i \) in terms of \( p_i \) as follows:

\[
F_{\gamma_i}(s) = 1 - e^{-s/\lambda_i} \left[ 1 - p_i \left( 1 - \frac{\mu_i}{s + \mu_i} \right) \right],
\]

(3)

\[
f_{\gamma_i}(s) = e^{-s/\lambda_i} \left[ 1 - p_i \left( 1 - \frac{\mu_i}{s + \mu_i} \right. \right. \\
\left. \left. \frac{\lambda_i \mu_i}{(s + \mu_i)^2} \right) \right]
\]  

(4)

In the above, use of \( p_i = 0 \) and \( p_i = 1 \) results in expressions for
PTPR and the PIPR cases respectively.

III. RELAY SCHEME

We assume that both SS and SR have required CSI. Further, they use adaptive modulation to transmit with maximum rate (the instantaneous capacity of the channel). For rate enhance ment, we incorporate the dual-hop adaptive link selection relay scheme of [5, 7], where the SS-SR or SR-SD link, whichever has higher capacity, is chosen so as to attain good performance (while ensuring buffer stability). For analytical tractability (as in [5, 7]), the suboptimal decision function based on the ratio of instantaneous SNRs \( \gamma_s \) (SS-SR link) and \( \gamma_r \) (SR-RD link) is used:

\[
d = \begin{cases} 
1 & \text{if } \frac{\gamma_r}{\gamma_s} \geq \rho \text{ (SR transmits)} \\
0 & \text{otherwise (SS transmits)}
\end{cases}
\]  

(5)

where \( d \) is the one-bit link-selection parameter, and \( \rho \) is a positive statistical parameter that depends on average channel gains. \( \rho \) is chosen to maximize rate while ensuring buffer stability. We assume that SS always has data to transmit, and that SR has an infinite-sized buffer and choose \( \rho \) such that the rate is maximised. Hence the average rate of ALSBR is:

\[
\mathcal{R}^{ALSBR} = \mathbb{E}_{\gamma_s, \gamma_r} [d C_s] = \mathbb{E}_{\gamma_s, \gamma_r} [1 - d] C_s.
\]  

(6)

where \( \mathbb{E} \{ \} \) denotes expectation over the variable \( X \). To choose a link, the ALSBR scheme needs the instantaneous SNRs of the two links together with some average channel gains. We assume that the relay node (using transmitted pilots), performs this selection, and communicates the same to SS prior to signalling in each time-slot.

In this paper, we compare performance of the ALSBR scheme with the conventional unbuffered relay (CUBR), which holds the single packet in unit length buffer before relaying it in the next time-slot. The average rate of CUBR is given by [3]:

\[
\mathcal{R}^{CUBR} = 1/2 \mathbb{E}_{\gamma_s, \gamma_r} \left[ \min \{C_s, C_r\} \right].
\]  

(7)

In the conventional buffered relay (CBR) scheme that we also use for comparison, the data is stored (hence averaged) for multiple slots before relaying to SD. These slots are equal for SS-SR and SR-SD links, which ensures that the average rate of CBR is [4]:

\[
\mathcal{R}^{CBR} = 1/2 \min \{\mathbb{E}_{\gamma_s}[C_s], \mathbb{E}_{\gamma_r}[C_r]\}.
\]  

(8)
IV. PERFORMANCE ANALYSIS

The CCDF $F_{\gamma}(0, x)$ of instantaneous SNR $\gamma$ of SS-SR link with link selection parameter $d$, when SS-SR link is selected is:

$$F_{d,\gamma}(0, x) = F_{\gamma}(x) - F_{d,\gamma}(1, x)$$

$$= \int x f_{\gamma}(s)ds - \int x f_{\gamma}(\rho x) f_{\gamma}(s)ds,$$

where we have used the fact that $F_{d,\gamma}(1, x) = \text{Pr}\{\frac{\gamma}{\rho} > \gamma\}$. Using (3) and (4) and after some manipulations, it is shown in the Appendix that $F_{d,\gamma}(0, x)$ is given by (13) in Table I depending on whether $\mu_r = \mu_s$ or $\mu_r \neq \mu_s$. We define $\lambda_\rho$ as the harmonic mean of $\mu_\lambda$ and $\lambda_r$ for ease of exposition i.e. $1/\lambda_\rho = 1/(\rho \lambda_s) + 1/\lambda_r$. Similarly:

$$F_{d,\gamma}(1, x) = F_{\gamma}(x) - F_{d,\gamma}(0, x)$$

$$= \int x f_{\gamma}(r)dr - \int x f_{\gamma}(r) f_{\gamma}(r)dr.$$ We omit the expression for $F_{d,\gamma}(1, x)$ due to space constraints. It can be shown along similar lines that $F_{d,\gamma}(1, x)$ can be obtained from $F_{d,\gamma}(0, x)$ by exchanging the position of SS and SD hence exchanging variables as follows:

$$p_s \leftrightarrow p_r, \quad \lambda_\rho \leftrightarrow \lambda_r, \quad \mu_s \leftrightarrow \mu_r, \quad \rho \rightarrow 1/\rho.$$

Consequently, $\lambda_\rho/\rho \rightarrow \lambda_\rho$.

For brevity, we first define an integral $I_n(\mu, \lambda; x)$ as follows:

$$I_n(\mu, \lambda; x) = \int x (s + \mu)^n e^{-x/\lambda}ds, \quad n \geq 1$$

$$= \left(\frac{\mu}{x + \mu}\right)^{n-1} \exp\left(\frac{\mu}{\lambda}\right) E_n\left(\frac{x + \mu}{\lambda}\right),$$

where $E_n(x) = \int_0^\infty \frac{e^{-t x}}{t^n} dt$ is the generalized exponential integral. Further, we define integral $I_n(\mu, \lambda)$ for rate as:

$$I_n(\mu, \lambda) = \frac{I_n(\mu, \lambda, 0)}{\log(2)} = \log_2(e) \exp\left(\frac{\mu}{\lambda}\right) E_n\left(\frac{\mu}{\lambda}\right).$$

We define a second integral $\mathcal{J}(\mu, \lambda)$ as follows:

$$\mathcal{J}(\mu, \lambda) = \int_0^\infty \log_2(1 + x) \frac{e^{-x/\lambda}}{x + \mu} dx$$

$$= \exp\left(\frac{\mu}{\lambda}\right) \log_2(e) \int_0^\infty \frac{E_1\left(\frac{x + \mu}{\lambda}\right)}{1 + x} dx,$$

where the last equality is obtained by using integration by parts. $\mathcal{J}(\mu, \lambda)$ cannot be expressed in closed form. However, it can be approximated as follows:

$$\mathcal{J}(\mu, \lambda) \approx \frac{\exp\left(\frac{\mu}{\lambda}\right)\log(2)}{2} \left\{ EuM + \log\left(\frac{\mu}{\lambda}\right) \right\}^2 + \frac{\pi^2}{12}$$

$$+ \sum_{k=1}^{\infty} \left(\frac{-\mu}{\lambda}\right)^k \frac{k}{k!} + \log(\mu)E_1\left(\frac{\mu}{\lambda}\right) - \log_2(e) \sum_{k=1}^{\infty} \frac{1 - \frac{1}{\mu}}{k(k + \frac{\mu}{\lambda})}.$$
of CUBR in PIPR when \( \mu_r \neq \mu_s \) can be shown using (16a) to be:

\[
\mathcal{R}_{CUBR} = \frac{1}{2 \rho \left( 1 - p_s \right) \left( 1 - p_r \right) \mathcal{I}(1, \lambda_s) + \frac{p_s \mu_s}{\mu_r - \mu_s - 1} \left( 1 - p_r + p_r \frac{\mu_r}{\mu_r - \mu_s} \right) \mathcal{I}(1, \lambda_s) - \mathcal{I}(1, \mu_r; \mu_r)}
\]

When \( \mu_r = \mu_s \), \( \mathcal{R}_{CUBR} \) can be shown using (16b) to be:

\[
\mathcal{R}_{CUBR} = \frac{1}{2} \log_2 \left( \frac{\mu_s}{\mu_s - 1} + \left( \frac{\mu_s}{\mu_s - 1} \right)^2 \log(\mu_s) \right).
\]
rate ratio monotonically increases with the stronger of interaction $\rho$. The contrary, SR link is selected less frequently to ensure buffer stability. On bottleneck link), $d$ is plotted versus $d$, $\gamma$ is obtained from (14a) or (14b). It can be seen that for the same $d_p$, the average rate saturates for higher $d_p$ and does not improve further unless $d_r$ is increased (thereby improving second hop performance). When both $d_r$ and $d_p$ are large, the system model becomes close to the non-cognitive scenario [7] as shown.

In Fig. 3, the optimum value of $\log_2(\rho)$ chosen to satisfy (6) is plotted versus $d_p$ for various $d_r$. When $d_r > d_p$ ($d_r < d_p$), $\rho > 1$ ($\rho < 1$). As $d_r$ decreases (so that SR-SD is the bottleneck link), $\rho$ decreases too, which demonstrates that SS-SR link is selected less frequently to ensure buffer stability. On the contrary, $\rho$ increases when $d_p = d_r$, $\rho = 1$.

Fig. 4 depicts the rate improvement of ALSBR wrt CUBR (cf. (6), (16a) and (16b)), which demonstrates that the average rate ratio monotonically increases with the stronger of interference constraints.

In Fig. 5 the ratio of rates of ALSBR to that of CBR is plotted versus $d_p/d_r$, cf. (6) and (17). It is clear that the ratio improves for larger $d_p$ and has a minimum when $d_p = d_r$. Although the average rate itself decreases, the ratio always improves when the channel between SS-SR and SR-SD degrades for both CUBR and CBR.

VI. CONCLUSION

In this paper, rate performance of cognitive two-hop network using a buffer-aided decode and forward relay that uses adaptive link selection is analyzed. It is shown that adaptive link selection is of utmost importance in interference constrained underlay cognitive radio scenarios. This insight is useful to system designers. We derived expressions for average rate of the adaptive link selection scheme and compared the same with conventional buffered and unbuffered schemes.

ACKNOWLEDGEMENT

This work was supported by Information Technology Research Academy (a unit of Media Labs Asia) through sponsored project ITRA/15(63)/Mobile/MBSSCRN/01.

APPENDIX

The derivation of (13a) and (13b) is presented in this Appendix. We use integral (10) in the derivation extensively.
It can be shown that the integral obeys the following recursion relation:

\[ T_n(\mu, \lambda; x) = \frac{1}{n-1} \left[ e^{-x/\lambda} \left( \frac{\mu}{x + \mu} \right) ^{n-1} - \frac{\mu}{\lambda} T_{n-1}(\mu, \lambda; x) \right]. \]

We know that \( F_{d_\gamma}^c(0, x) = F_{\infty}^c(x) \) where CCDF \( F_{\infty}^c(x) \) is given by (4). Now

\[ F_{d_\gamma}^c(1, x) = \Pr\{ \frac{\mu}{s} > \gamma > x \} = \int \rho \int_{\gamma}^{\infty} e^{-\rho \gamma} f_\gamma(s) \, ds. \]

Substituting from (3) and (4), we get:

\[ F_{d_\gamma}^c(1, x) = \frac{1}{\lambda \mu} \int_0^{\infty} e^{-(\rho s)/\lambda} \left[ 1 - p_s \left( 1 - \frac{\mu s}{\rho + \mu} \right) \right] \, ds \]
\[ \times e^{-s/\lambda} \left[ 1 - p_s \left( 1 - \frac{\mu s}{s + \mu} - \frac{\lambda \mu s}{(s + \mu)^2} \right) \right] \, ds \]
\[ = p_s \frac{1}{\lambda \mu} \int_0^{\infty} e^{-(\rho s)/\lambda} \left( \frac{1}{s + \mu} - \frac{\lambda \mu s}{(s + \mu)^2} \right) \, ds + p_r p_s \]
\[ \times \int_0^{\infty} e^{-(\rho s)/\lambda} \left[ 1 - \frac{\mu s}{s + \mu} - \frac{\lambda \mu s}{(s + \mu)^2} \right] \left[ 1 - \frac{\mu s}{\rho s + \mu r} \right] \, ds \]
\[ = T_1 - p_s(T_2 - T_3) - p_r T_4 + p_r p_s \{(T_2 - T_3) - T_5 \}
\]
where the last line is obtained by collecting \( p_s, p_r \) and \( p_r p_s \) terms together. We now present expressions for each of the integrals \( T_1 - T_5 \). It can be shown that \( T_1 - T_4 \) are given by:

\[ T_1 = \frac{1}{\lambda \mu} \int_0^{\infty} e^{-(\rho s)/\lambda} \, ds = \frac{\lambda \mu}{\rho \mu}, \]
\[ T_2 = \frac{\rho}{\lambda \mu} \int_0^{\infty} \left( 1 - \frac{\mu s}{s + \mu} - \frac{\lambda \mu s}{(s + \mu)^2} \right) e^{-(\rho s)/\lambda} \, ds = \frac{\lambda \mu}{\rho \mu} \int_0^{\infty} e^{-(\rho s)/\lambda} \, ds \]
\[ T_3 = \frac{\rho}{\lambda \mu} \int_0^{\infty} \left( 1 - \frac{\mu s}{s + \mu} - \frac{\lambda \mu s}{(s + \mu)^2} \right) e^{-(\rho s)/\lambda} \, ds \]
\[ = \frac{\rho}{\lambda \mu} \left[ e^{-(\rho s)/\lambda} - \frac{\mu s}{\rho \mu} \exp \left( \frac{\mu s}{\rho} \right) E_1 \left( \frac{\rho x + \mu s}{\rho} \right) \right]. \]

Equally \( l \) is derived using (10) and its recursion whereas equality \( m \) and \( n \) use only (10). Generally, \( T_5 \) is given as:

\[ T_5 = \frac{1}{\lambda \mu} \int_0^{\infty} e^{-(\rho s)/\lambda} \left( 1 - \frac{\mu s}{s + \mu} - \frac{\lambda \mu s}{(s + \mu)^2} \right) \frac{\mu s}{\rho s + \mu r} \, ds \]
\[ \leq \frac{\rho \mu s}{\mu r - \rho \mu s} \left[ (T_2 - T_3) - T_4 - T_6 \right], \]
where

\[ T_6 = \int_0^{\infty} \frac{\rho \mu s}{(s + \mu)(\rho s + \mu r)} e^{-(\rho s)/\lambda} \, ds \leq \frac{\rho \mu s}{\mu r - \rho \mu s}. \]

In the above, equality \( p \) and \( q \) result from partial fraction expansion and some manipulation using (10). Under particular condition when \( \mu r = \rho \mu s, T_5 \) is given as:

\[ T_5 = \frac{1}{\lambda \mu} \int_0^{\infty} e^{-(\rho s)/\lambda} \left( 1 - \frac{\mu s}{s + \mu} - \frac{\lambda \mu s}{(s + \mu)^2} \right) \frac{\mu s}{s + \mu} \, ds \]
\[ \leq \frac{\mu s}{\lambda \mu} \exp \left( \frac{\mu s}{\lambda \mu} \right) E_1 \left( \frac{\rho x + \mu s}{\rho} \right) \left[ \exp \left( \frac{\mu s}{\lambda \mu} \right) \right] \]

Equality \( r \) is established using (10) after some manipulation. After rearranging all the terms, we get (13).
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