A new approach based on the optimization of the length of intervals in fuzzy time series
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Abstract. In fuzzy time series analysis, the determination of the interval length is an important issue. In many researches recently done, the length of intervals has been intuitively determined. In order to efficiently determine the length of intervals, two approaches which are based on the average and the distribution have been proposed by Huarng [4]. In this paper, we propose a new method based on the use of a single variable constrained optimization to determine the length of interval. In order to determine optimum length of interval for the best forecasting accuracy, we used a MATLAB function which is employing an algorithm based on golden section search and parabolic interpolation. Mean square error is used as a measure of forecasting accuracy so the objective function value is mean square error value for forecasted observations. The proposed method was employed to forecast the enrollments of the University of Alabama to show the considerable outperforming results.
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1. Introduction

Fuzzy time series analysis performs well than the conventional correspond since they improve significantly the forecasting results. There is no need to have at least 50 observations and the linearity assumption as the conventional ones do. Therefore these methods gradually attract researchers’ attention since they are simply applicable and there are no any other restrictions.

Fuzzy time series procedure firstly proposed in [10–12] consists of three stages. In the first stage observations must be fuzzified. Secondly fuzzy relationships are evaluated from fuzzy observations. And the final stage is the defuzzification stage. Since then many researches have been done to improve these stages to get more accurate forecasting results. Chen [2] proposed a simple method for discovering fuzzy relationships with respect to the method introduced by Song and Chissom. Chen’s method simplified the arithmetic operation process. The two of contributed papers to the identification of fuzzy relationships were done by Huarng and Yu [7, 8]. In the paper done by Huarng [4], he tried to improve the stage of the fuzzification. He pointed out that an affective length of interval could significantly improve forecasting results. Hence he proposed a method based on the average and the distribution to choose a more affective length. In that method, the length of interval is fixed. In preceding study, Huarng [5] proposed another method in which the length of interval is not fixed. Huarng and Yu [6] also used a dynamic approach for adjusting lengths of interval.

In this paper we propose a novel method, for finding an affective length of interval, which minimizes mean square error (MSE) by using a single variable constrained optimization. The objective function value is MSE value obtained from forecasted and actual observations. By minimizing MSE, we try to determine the length of interval, that is, we aim to increase forecasting
accuracy. In order to find the optimal length of interval, a MATLAB function which is employing an algorithm based on golden section search and parabolic interpolation is used. To show what we achieved, we applied the method to a well known data which is the enrollments of the University of Alabama. The results are compared to the results from previous studies.

Section 2 is about the general knowledge of fuzzy time series. In section 3 Chen’s method is briefly presented. Section 4 explains our proposed approach and presents the empirical results of an application of the real data. Section 5 finally offers a general conclusion.

2. Fuzzy time series

The definition of fuzzy time series was firstly introduced by [10–12]. In fuzzy time series approximation, you do not need various theoretical assumptions just as you need in conventional procedures. The most important advantages of fuzzy time series approaches are to be able to work with a few observations and not to require the linearity assumption. The same general definitions of fuzzy time series are given as follows:

Let \( U \) be the universe of discourse, where \( U = \{ u_1, u_2, \ldots, u_b \} \). A fuzzy set \( A_i \) of \( U \) is defined as \( A_i = f_i(u_1)/u_1 + f_i(u_2)/u_2 + \cdots + f_i(u_b)/u_b \), where \( f_i \) is the membership function of the fuzzy set \( A_i \); \( f_i : U \rightarrow [0, 1] \). \( u_a \) is a generic element of fuzzy set \( A_i \); \( f_i(u_a) \) is the degree of belongingness of \( u_a \) to \( A_i \). Let \( f_i = (0 \leq u_a \leq 1) \) and \( 1 \leq a \leq b \).

Definition 1. Fuzzy time series Let \( Y(t) = \{ y(t), y(t+1), \ldots \} \) a subset of real numbers, be the universe of discourse by which fuzzy sets \( f_i(t) \) are defined. If \( F(t) \) is a collection of \( f_1(t), f_2(t), \ldots \) then \( F(t) \) is called a fuzzy time series defined on \( Y(t) \).

Definition 2. Fuzzy time series relationships assume that \( F(t) \) is caused only by \( F(t-1) \), then the relationship can be expressed as: \( F(t) = F(t-1) \ast R(t, t-1) \), which is the fuzzy relationship between \( F(t) \) and \( F(t-1) \), where \( \ast \) represents as an operator. To sum up, let \( F(t-1) = A_i \) and \( F(t) = A_j \). The fuzzy logical relationship between \( F(t) \) and \( F(t-1) \) can be denoted as \( A_i \rightarrow A_j \), where \( A_i \) refers to the left-hand side and \( A_j \) refers to the right-hand side of the fuzzy logical relationship. Furthermore, these fuzzy logical relationships can be grouped to establish different fuzzy relationship.

3. The algorithm of Chen’s model

In [2], Chen has improved the approximation given by [10–12]. He proposes a method which uses a simpler operation instead of complex matrix operations, in the establishment step of fuzzy relationships. In [2], the algorithm of Chen’s method is given as follows:

Step 1. Define the universe of discourse and intervals for rules abstraction.

Based on the domain issue, The universe of discourse can be defined as: \( U = [\text{starting}, \text{ending}] \). As the length of interval is determined, \( U \) can be partitioned into several equally length intervals.

Step 2. Define fuzzy sets based on the universe of discourse and fuzzify the historical data.

Step 3. Fuzzyfied observed rules.

Step 4. Establish fuzzy logical relationships and group them based on the current states of the data of the fuzzy logical relationships.

For example, \( A_1 \rightarrow A_2, A_1 \rightarrow A_3 \), can be grouped as: \( A_1 \rightarrow A_2, A_3, A_1 \).

Step 5. Forecast.

Let \( F(t-1) = A_i \).

Case 1: There is only one fuzzy logical relationship in the fuzzy logical relationship sequence. If \( A_j \rightarrow A_i \), then \( F(t) \), forecast value, is equal to \( A_j \).

Case 2: If \( A_i \rightarrow A_1, A_2, \ldots, A_k \), then \( F(t) \), forecast value, is equal to \( A_i, A_1, A_2, \ldots, A_k \).

Case 3: If \( A_i \rightarrow \) empty, then \( F(t) \), forecast value, is equal to \( A_i \).

Step 6. Defuzzify.

Apply “Centroid” method to get the results. This procedure (also called center of area, center of gravity) is the most often adopted method of defuzzification.

4. The method based on the optimization of MSE

In fuzzy time series approaches for the aim of forecasting the length of intervals affects the forecasting performance. Hence it is important to choose an effective length of intervals for improving forecasting in fuzzy time series. The method we propose optimizes the length of interval by following with the algorithm of Chen’s method [2]. In the optimization process, we
used a MATLAB function called "fminbnd" which minimizes MSE. "fminbnd" is used to find minimum of single-variable function on fixed interval. It finds a minimum for a problem specified by
\[
\min f(x) \text{ such that } x_1 < x < x_2.
\]
x, x₁, and x₂ are scalars and f(x) is a function that returns a scalar. In MATLAB, \( \hat{x} = \text{fminbnd} \) \((f(x), x_1, x_2)\) returns a value \( \hat{x} \) that is a local minimum of the scalar valued function f(x) in the interval \( x_1 < x < x_2 \). In other words, to find the minimum of the function f(x) on the interval \((x_1, x_2)\),

\[
a = \text{fminbnd} \left( f(x), x_1, x_2 \right)
\]
can be used in MATLAB. f\(a\) gives the local minimum value in the interval \((x_1, x_2)\).

The algorithm used by fminbnd is based on golden section search introduced by Kiefer [9] and parabolic interpolation. Unless the left endpoint \(x_1\) is very close to the right endpoint \(x_2\), fminbnd never evaluates \(f(x)\) at the endpoints, so \(f(x)\) need only be defined for \(x\) in the interval \(x_1 < x < x_2\). If the minimum actually occurs at \(x_1\) or \(x_2\), fminbnd returns an interior point at a distance of no more than 2\(\varepsilon\) of \(x_1\) or \(x_2\), where \(2\varepsilon\) is the termination tolerance. See [1] or [3] for details about the algorithm.

For the aim of a comparative study, we used the proposed method and methods in [4] average and distribution based length to determine the length of interval in Chen’s method [2] when the data of the enrollments of the University of Alabama is being analyzed. Enrollment data are presented in Table 1 and the results obtained from the mentioned methods are summarized in Table 2. MSE for forecasted observations is used as a measure of forecasting accuracy so the objective function value is equal to MSE value produced from Chen’s method [2]. Using with the algorithm of a single vari-

### Table 1: Enrollment data

<table>
<thead>
<tr>
<th>Year</th>
<th>Actual</th>
<th>Year</th>
<th>Actual</th>
</tr>
</thead>
<tbody>
<tr>
<td>1971</td>
<td>13855</td>
<td>1982</td>
<td>15457</td>
</tr>
<tr>
<td>1972</td>
<td>13563</td>
<td>1983</td>
<td>15497</td>
</tr>
<tr>
<td>1973</td>
<td>13867</td>
<td>1984</td>
<td>15145</td>
</tr>
<tr>
<td>1974</td>
<td>14696</td>
<td>1985</td>
<td>15163</td>
</tr>
<tr>
<td>1975</td>
<td>15460</td>
<td>1986</td>
<td>15984</td>
</tr>
<tr>
<td>1976</td>
<td>15111</td>
<td>1987</td>
<td>16859</td>
</tr>
<tr>
<td>1977</td>
<td>15603</td>
<td>1988</td>
<td>18150</td>
</tr>
<tr>
<td>1978</td>
<td>15861</td>
<td>1989</td>
<td>18970</td>
</tr>
<tr>
<td>1979</td>
<td>16807</td>
<td>1990</td>
<td>19328</td>
</tr>
<tr>
<td>1980</td>
<td>16919</td>
<td>1991</td>
<td>19337</td>
</tr>
<tr>
<td>1981</td>
<td>16388</td>
<td>1992</td>
<td>18876</td>
</tr>
</tbody>
</table>

### Table 2: The obtained values of MSE for the enrollment data

<table>
<thead>
<tr>
<th>Length of interval</th>
<th>200</th>
<th>273.2436</th>
<th>300</th>
<th>398.334</th>
<th>400</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>254592</td>
<td>222557</td>
<td>365045</td>
<td>246892</td>
<td>407521</td>
<td></td>
</tr>
</tbody>
</table>

*Results of the proposed method. **Average based length in [4]. ^Distribution based length in [3].

able constrained optimization to minimize MSE value via MATLAB function called “fminbnd” over the interval between 200 and 500, the optimal length of interval was obtained. We minimize the MSE value by optimizing the length of interval so that we increase the forecasting accuracy. We use the function “fminbnd” as follows:

\[
x^* = \text{fminbnd} \left( f_{MSE}(x), 200, 500 \right)
\]

where \(f_{MSE}(x)\) gives the MSE value obtained from forecasted and actual values for the length of interval \(x\) when Chen’s method [2] is used. The left and the right end points are taken as 200 and 500, respectively. This used function returns \(x^*\) that is a minimum point of the function \(f_{MSE}(x)\) in the interval 200 < \(x < 500\). We found \(x^*\) as 273.2436. In addition, the running time was lower than one minute.

When the function “fminbnd” is used in the optimization process, there are two parameters which are important in terms of fuzzy time series and optimization processes. These parameters are the left and the right end points. In fuzzy time series approaches, a key point in choosing an effective length of interval is that they should not be too large or small. If \(x^*\) is too large right end point value is taken, too large length of interval can be produced by the function “fminbnd”. When this value of length of interval is used in fuzzy time series analysis, lower MSE values can be obtained but this causes no fluctuations in the fuzzy time series. On the other hand, if a too small left end point value is taken, a too small length of interval can be obtained and this will diminish the meaning of fuzzy time series [2]. Choosing the left and the right end points also affects the optimization process. If the difference between these parameters is too small, the possibility of founding a satisfactory value for the length of interval will be very low. However, if the difference between these parameters is too large, the searching time will increase. Therefore, the constrained optimization technique was employed over the interval between 200 and 500 in order not to find a very small or very large interval in the optimization process. In other words, we take the left and the right
end points as 200 and 500, respectively to avoid getting very small or very large intervals in fuzzy time series analysis.

The optimal length of the intervals obtained from our proposed method is 273.2346 and the corresponding MSE value is 66661. As seen from Table 2 the results are superior to those obtained from [4].

In Fig. 1 the graph of the forecasts for the length of the interval 300 which gave the MSE value obtained by Huarng [4] and the actual values is presented. The graph of the forecasts obtained from our proposed method and the actual values are given in Fig. 2. In the graphs, solid lines represent the forecasts and dashed lines denote the actual values.

5. Discussion

In this paper, we use a single variable constrained optimization to obtain an effective length of interval for Chen’s model [2]. In the optimization process, we used a MATLAB function called “fminbnd” which is based on golden section search and parabolic interpolation. We constrained the length of the interval not to get a very small or a very large length in fuzzy time series analysis so the left and the right end points are taken as 200 and 500. We applied the proposed method and methods in [4] average and distribution based length to determine the length of interval in Chen’s method [2] to analyze the data of the enrollments of the University of Alabama for comparison. Huarng [4] found that the optimal length as 300 for the average based approach and MSE as 78792. Here, we investigated that optimizing the length of the interval over between 200 and 500 decreased the value of MSE. Due to our proposed method the optimal length of the interval is 273.2346 and the corresponding MSE value is 66661. Hence, it is clear that the implementation of the constrained optimization increases the forecasting performance.

In the optimization process, the left and the right points are parameters which can affect the results. We explained their effects and why we took their values as 200 and 500 in the previous section. These parameters can be changed for obtaining different results by taking into account the explanations in Section 4.

In this paper, a single variable constrained optimization is used to optimize the length of interval for obtaining more accurate forecasts. Another optimization technique can also be used and different results can be obtained. In addition, we employed this optimization method in Chen’s model [2]. This optimization method, however, can be used for other fuzzy time series approaches in determining the length of interval. For future studies, these can be performed to obtain more effective lengths of interval and more accurate forecasts.
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