Abstract

Genetic Programming (GP) and Inductive Logic Programming (ILP) have received increasing interest recently. Since their formalisms are so different, these two approaches cannot be integrated easily though they share many common goals and functionalities. A unification will greatly enhance their problem solving power. Moreover, they are restricted in the computer languages in which programs can be induced. In this paper, we have presented a flexible system called LOGENPRO (The LOgic grammar based GENetic PROgramming system) that combines GP and ILP. It is based on a formalism of logic grammars. The system can learn programs in various programming languages and represent context-sensitive information and domain-dependent knowledge. The performance of LOGENPRO in inducing logic programs from noisy examples is evaluated. A detailed comparison to FOIL has been conducted. This experiment demonstrates that LOGENPRO is a promising alternative to other inductive logic programming systems and sometimes is superior for handling noisy data. Moreover, a series of examples are used to illustrate that LOGENPRO is so flexible that programs in different programming languages including LISP, Prolog and Fuzzy Prolog can be induced.

1. Introduction

Program induction generates a computer program that can produce the desired behavior for a given set of situations. Two of the approaches in program induction are Inductive Logic Programming [1] and Genetic Programming [2]. Inductive Logic Programming (ILP) investigates the construction of logic programs from examples and background knowledge while Genetic Programming (GP) is a method of automatically inducing S-expression in LISP to perform specified tasks.

Since their formalisms are so different, these two approaches cannot be integrated easily although their properties and goals are similar. If they can be combined in a common framework, then many of the techniques and theories obtained in one approach can be applied in the other one. The combination can greatly enhance the information exchange between these fields.

Moreover, they are restricted in the computer languages in which programs can be induced. ILP can only learn logic programs. On the other hand, GP represents induced programs as parse trees. In theory, programs in any computer languages such as Prolog, C, and Fortran can be represented as parse trees. Hence, GP should be able to handle them as well. In fact, the process of translating a program in some languages to the corresponding parse tree is not trivial. Since the syntax of LISP is so simple and uniform that the translation process can be achieved easily, programs evolved by GP are usually expressed in LISP.

This paper presents a flexible system called LOGENPRO (The LOgic grammar based GENetic PROgramming system) that combines GP and ILP. It can learn programs in various programming languages. The system is also powerful enough to represent context-sensitive information and domain-dependent knowledge. This knowledge can be used to accelerate the learning speed and/or improve the quality of the programs induced.

The next section presents the details of LOGENPRO. Section three demonstrates the application of LOGENPRO in learning S-expressions in LISP. Section four describes a combination of LOGENPRO and FOIL [3] that learns logic programs. The subsequent section further illustrates the flexibility of the framework in inducing programs in Fuzzy Prolog. The last section is the conclusion.

2. The logic grammars based genetic programming system (LOGENPRO)

The LOGic grammars based GENetic PROgramming system (LOGENPRO) can induce programs in various programming languages such as LISP, C and Prolog [4]. Thus, LOGENPRO must be able to accept grammars of different languages and produce programs in these languages. Most modern programming languages are specified in the notation of BNF (Backus-Naur form) which is a kind of context-free grammar (CFG). However, LOGENPRO is based on logic grammars because CFG is not expressive enough to represent context-sensitive information of the language and domain-dependent knowledge of the target program being induced. Logic grammars are the generalizations of CFG. Their expressivenesses are much more powerful than that of CFG,
but equally amenable to efficient execution. In this paper, logic grammars will be described in a notation similar to that of definite clause grammars [5]. The logic grammar in table 1 will be used throughout this section.

A logic grammar differs from a CFG in that the logic grammar symbols, whether terminal or non-terminal, may include arguments. The arguments can be any term in the grammar. A term is either a logic variable, a function or a constant. A variable is represented by a question mark ? followed by a string of letters and/or digits. A function is a grammar symbol followed by a bracketed n-tuple of terms and a constant is simply a 0-arity function. Arguments can be used in a logic grammar to enforce context-dependency. Thus, the permissible forms for a constituent may depend on the context in which that constituent occurs in the program. Another application of arguments is to construct tree structures in the course of parsing, such tree structures can provide a representation of the "meaning" of the program.

The terminal symbols, which are enclosed in square brackets, correspond to the set of words of the language specified. For example, the terminal [(+ ?x ?y)] creates the constituent (+ 1.0 2.0) of a program if ?x and ?y are instantiated respectively to 1.0 and 2.0. Non-terminal symbols are similar to literals in Prolog, exp-1(?x) in table 1 is an example of non-terminal symbol. Commas denote concatenation and each grammar rule ends with a full stop.

Table 1. A logic grammar

<table>
<thead>
<tr>
<th>Rule</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: start→ [[*], exp(X), exp(X), []].</td>
<td>Start rule</td>
</tr>
<tr>
<td>2: start→ [member(?x, [X, Y]), [(+), exp-1(?x), exp-1(?x), [)].</td>
<td>Rule for members</td>
</tr>
<tr>
<td>3: start→ [member(?x, [X, Y]), [[]], exp-1(?x), exp-1(?x), [)].</td>
<td>Rule for operations</td>
</tr>
<tr>
<td>4: exp-1(?x)→ [(+ ?x 0)].</td>
<td>Rule for addition</td>
</tr>
<tr>
<td>5: exp-1(?x)→ [random(0, 1, ?y)].</td>
<td>Rule for random</td>
</tr>
<tr>
<td>6: exp-1(?x)→ [(+ ?x ?y)].</td>
<td>Rule for addition</td>
</tr>
<tr>
<td>7: exp-1(?x)→ [(- ?x 11) 12].</td>
<td>Rule for subtraction</td>
</tr>
</tbody>
</table>

The right-hand side of a grammar rule may contain logic goals and grammar symbols. The goals are pure logical predicates for which logical definitions have been given. They specify the conditions that must be satisfied before the rule can be applied. For example, the goal member(7x, [X, Y]) in table 1 instantiates the variable ?x to either X or Y if ?x has not been instantiated, otherwise it checks whether the value of ?x is either X or Y. If the variable ?y has not been bound, the goal random(0, 1, ?y) instantiates ?y to a random floating point number between 0 and 1. Otherwise, the goal checks whether the value of ?y is between 0 and 1. The special non-terminal start corresponds to a program of the language.

The problem of inducing programs can be reformulated as a search for a highly fit program in the space of all possible programs in the language specified by the logic grammar. In LOGENPRO, populations of programs are genetically bred [6] - [9] using the Darwinian principle of survival and reproduction of the fittest along with genetic operations appropriate for processing programs. LOGENPRO starts with an initial population of programs generated randomly, induced by other learning systems, or provided by the user. Logic grammars provide declarative descriptions of the valid programs that can appear in the initial population. A high-level algorithm of LOGENPRO is presented in table 2.

Table 2. A high level algorithm of LOGENPRO

1. Generate an initial population of programs.
2. Execute each program in the current population and assign it a fitness value according to the fitness function.
3. If the termination criterion is satisfied, terminate the algorithm. The best program found in the run of the algorithm is designated as the result.
4. Create a new population of programs from the current population by applying the reproduction, crossover, and mutation operations. These operations are applied to programs selected by fitness proportionate or tournament selections.
5. Rename the new population to the current population.
6. Proceed to the next generation by branching back to the step 2.

The initial programs in generation 0 are normally incorrect and have poor performances. The Darwinian principle of reproduction and survival of the fittest and the genetic operation of sexual crossover are used to create new generation of programs from the current one. The reproduction involves selecting a program from the current generation and allowing it to survive by copying it into the next generation. Either fitness proportionate or tournament selection can be used. The crossover is used to create one offspring program from the parental programs selected. Logic grammars are used to constraint the offspring programs that can be produced by these genetic operations. Fitness of each program in the new generation is estimated and the above process is iterated over many generations until the termination criterion is satisfied. This algorithm will produce populations of programs which tend to exhibit increasing average of fitness. LOGENPRO returns the best program found in any generation of a run as the result.

One of the contributions of LOGENPRO is in the representations of programs in different programming languages appropriately so that initial population can be generated easily and the genetic operators such as reproduction, mutation and crossover can be performed effectively. A program can be represented as a derivation tree that shows how the program has been derived from the logic grammar. LOGENPRO applies deduction to randomly generate programs and their derivation trees in the language declared by the given grammar. These programs form the initial population. For example, the program (* (+ X 0) (+ X 0)) can be generated by
LOGENPRO given the logic grammar in table 1. Its derivation tree is depicted in figure 1a. Alternatively, initial programs can be induced by other learning systems such as FOIL [3] or given by the user. LOGENPRO analyzes each program and creates the corresponding derivation tree. If the language is ambiguous, multiple derivation trees can be generated. LOGENPRO produces only one tree randomly. For example, the program \((\ast (\ast X 0) (\ast X 0))\) has multiple derivation trees, two of them are shown in figures 1a and 1b.
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Figure 1. Derivation trees of a program
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Figure 2. Derivations trees of the parental programs
The crossover is a sexual operation that starts with two parental programs and the corresponding derivation trees. One program is designated as the primary parent and the other one as the secondary parent. The following algorithm is used to produce an offspring program:

1. If there are sub-trees in the primary derivation tree that have not been selected previously, select randomly a sub-tree from these sub-trees using a uniform distribution. The root of the selected sub-tree is called the primary crossover point. Otherwise, terminate the algorithm without generating any offspring.

2. Select another sub-tree in the secondary derivation tree under the constraint that the offspring produced must be valid according to the grammar.

3. If a sub-tree can be found in step 2, complete the crossover algorithm and return the offspring, which is obtained by deleting the selected sub-tree of the primary tree and then impregnating the selected sub-tree from the secondary tree at the primary crossover point. Otherwise, go to step 1.

Consider two parental programs generated by the grammar in table 1, the primary program is (/ (- Y 0.1) (- Y 0.5)) and the secondary program is (* (+ X 0.5) (+ (- X 11) 12)). The corresponding derivation trees are depicted in figures 2a and 2b respectively. In the figures, the shadowed numbers identify sub-trees of these derivation trees, while the underlined numbers indicate the grammar rules used in parsing the corresponding sub-trees. For example, if the primary and secondary sub-trees are respectively 2 and 12. The valid offspring (* (- Y 0.1) (- Y 0.5)) is obtained and its derivation tree is shown in figure 3a. It is interesting to find that the sub-tree 19 has a label 2. This indicates that the sub-tree is generated by the second grammar rule rather than the third rule applied to the primary parent. The second rule must be used because the terminal symbol [[/] is changed to [[*] and only the second rule can create the terminal [[*].

In another example, the primary and secondary sub-trees are 3 and 13 respectively. The valid offspring (/ (+ Y 0.5) (- Y 0.5)) is produced and the derivation tree is shown in figure 3b. It should be emphasized that the constituent from the secondary parent is changed from (+ X 0.5) to (+ Y 0.5) in the offspring. This must be modified because the logic variable ?x in sub-tree 32 is instantiated to Y in sub-tree 30. This example demonstrates the use of logic grammars to enforce contextual-dependency between different constituents of a program.

LOGENPRO disallows the crossover between the primary sub-tree 6 and the secondary sub-tree 16. The sub-tree 16 requires the variable ?x to be instantiated to X, But, ?x must be instantiated to Y in the context of the primary parent. Since X and Y cannot be unified, these two sub-trees cannot be crossed over.

LOGENPRO has an efficient algorithm to check these conditions before performing any crossover. Thus, only valid offsprings are produced and this operation can be achieved effectively and efficiently.
3. Learning functional program

In this section, we describe how to use LOGENPRO to emulate Koza’s GP [2], [10], [11]. Koza’s GP has a limitation that all the variables, constants, arguments for functions, and values returned from functions must be of the same data type. This limitation leads to the difficulty of inducing even some rather simple and straightforward functional programs. For example, one of these programs calculates the dot product of two given numeric vectors of the same size. Let X and Y be the two input vectors, then the dot product is obtained by the following S-expression:

\[(\text{apply (function *) } X Y)\]

Let us use this example for illustrative comparison below. To induce a functional program using LOGENPRO, we have to determine the logic grammar, fitness cases, fitness functions and termination criterion. The logic grammar for learning functional programs is given in table 3. In this grammar, we employ the argument of the grammar symbol s-expr to designate the data type of the result returned by the S-expression generated from the grammar symbol. For example,

\[(\text{mapcar (function *) } X Y)\]

is generated from the grammar symbol s-expr([list, number, n]) because it returns a numeric vector of size n. Similarly, the symbol s-expr(number) can produce (apply (function *) X) that returns a number.

The terminal symbols +, -, and * represent functions that perform ordinary addition, subtraction and multiplication respectively. The symbol % represents a function that normally returns the quotient. However, if division by zero is attempted, the function returns 1.0. The primitive function vector-log performs the logarithm of the input argument X if X is a number larger than zero, otherwise it returns 1.0. The logic goal random(-10, 10, ?a) generates a random floating point number between -10 and 10 and instantiates ?a to the random number generated.

Table 3. The logic grammar for the Dot Product problem

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>start</td>
<td>s-expr(number).</td>
</tr>
<tr>
<td>s-expr([list, number, ?n])</td>
<td>(\text{term([list, number, ?n])}).</td>
</tr>
<tr>
<td>s-expr(number)</td>
<td>(\text{term(number)}).</td>
</tr>
<tr>
<td>s-expr(number)</td>
<td>(\text{mapcar (function *) } \text{op2, s-expr(number)}).</td>
</tr>
<tr>
<td>s-expr([list, number, ?n])</td>
<td>(\text{mapcar (function *) } \text{op2, s-expr([list, number, ?n])}).</td>
</tr>
<tr>
<td>s-expr([list, number, ?n])</td>
<td>(\text{aply (function *) } \text{op2, s-expr([list, number, ?n])}).</td>
</tr>
<tr>
<td>s-expr([list, number, ?n])</td>
<td>(\text{term([list, number, ?n])}).</td>
</tr>
</tbody>
</table>

Ten random fitness cases are used for training. Each case is a 3-tuples \(X_i, Y_i, Z_i\), where \(1 \leq i \leq 10\). \(X_i\) and \(Y_i\) are vectors of size 3, and \(Z_i\) is the corresponding dot product.

The fitness function calculates the sum, taken over the ten fitness cases, of the absolute values of the difference between \(Z_i\) and the value returned by the S-expression for \(X_i\) and \(Y_i\). A fitness case is said to be covered by an S-expression if the value returned by it is within 0.01 of the desired value. A S-expression that covers all training cases is further evaluated on a testing set containing 1000 random fitness cases. LOGENPRO will stop if the maximum number of generations of 100 is reached or a S-expression that covers all testing fitness cases is found.

For Koza’s GP framework, the terminal set \(T\) is \{X, Y, \(R\)\} where \(R\) is the ephemeral random floating point constant. \(R\) takes on a different random floating point value between -10.0 and 10.0 whenever it appears in an individual program in the initial population. The function set \(F\) is \{protected+, protected-, protected*, protected%, protected-log, vector+, vector-, vector*, vector%\}, taking 2, 2, 2, 2, 1, 1, 1 and 1 arguments respectively.

The primitive functions protected+, protected- and protected* respectively perform addition, subtraction and multiplication if the two input arguments \(X\) and \(Y\) are both numbers. Otherwise, they return 0. The function protected% returns the quotient. However, if division by zero is attempted or the two arguments are not numbers, protected% returns 1.0. The function protected-log finds the logarithm of the argument \(X\) if \(X\) is a number larger than zero. Otherwise, protected-log returns 1.0.

The functions vector+, vector-, vector* and vector% respectively perform vector addition, subtract, multiplication and division if the two input arguments \(X\) and \(Y\) are numeric vectors with the same size, otherwise they return zero. The primitive function vector-log performs the S-expression:

\[(\text{mapcar (function protected-log) } X)\]

if the input argument \(X\) is a numeric vector, otherwise it returns zero. The functions apply+, apply-, apply* and apply% respectively perform the following S-expressions if the input argument \(X\) is a numeric vector:

\[(\text{apply (function protected+) } X), \]\n\[(\text{apply (function protected-) } X), \]\n\[(\text{apply (function protected*) } X)\] and
\[(\text{apply (function protected%) } X), \]

otherwise they return zero.

The fitness cases, the fitness function and the termination criterion are the same as those used by LOGENPRO. Three experiments are performed. The first one evaluates the performance of LOGENPRO using a population of 100 programs. The other two experiments evaluate the performance of Koza’s GP using respectively populations of 100 and 1000 programs. In each experiment, over sixty trials are attempted and the results are summarized in figure 4. From the curves in figure 4, the
lower values are better, since LOGENPRO has superior performance than that of GP.

The idea of applying knowledge of data type to accelerate learning has been investigated independently by Montana [12] in his Strongly Typed Genetic Programming (STGP). He presents three examples involving vector and matrix manipulation to illustrate the operation of STGP. However, he has not compare the performance between traditional GP and STGP. Although it is commonly believed that knowledge can accelerate the speed of learning, Pazzani and Kibler [13] shows that inappropriate and/or redundant knowledge can sometimes degrade the performance of a learning system. This section shows that knowledge of data type can be represented in a logic grammar and thus LOGENPRO can emulate the effect of STGP effortlessly.

Table 4. The logic grammar for the chess endgame problem

<table>
<thead>
<tr>
<th>Function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>literal</td>
<td>( \text{literal}(\text{?X}, \text{?Y}) \rightarrow \text{less_than}(\text{?X}, \text{?Y}) )</td>
</tr>
<tr>
<td>clause</td>
<td>( \text{clause} \rightarrow \text{literal}(\text{?X}, \text{?Y}) \rightarrow \text{clauses} )</td>
</tr>
<tr>
<td>start</td>
<td>( \text{start} \rightarrow \text{clauses} )</td>
</tr>
</tbody>
</table>

The training set contains 1000 examples (336 positive and 664 negative examples). The testing set has 10000 examples (3240 positive and 6760 negative examples). Different amount of noise is introduced into the training examples in order to study the performances of both systems in learning programs from noisy environment. To introduce \( n \% \) of noise into argument \( X \) of the examples, the value of argument \( X \) is replaced by a random value of the same type from a uniform distribution, independent to noise in other arguments. For the class variable, \( n \% \) positives examples are labeled as positive ones while \( n \% \) negatives examples are labeled as positive ones. Thus, the probability for an example to be incorrect is \( 1 - \left(1 - (1 - n \%) \right)^n \). In this experiment, the percentages of noise introduced are 5%, 10%, 15%, 20%, 30% and 40%. Thus, the probabilities for an example to be noisy are respectively 27.36%, 48.04%, 63.46%, 74.78%, 88.74% and 95.47%. Background knowledge and testing examples are not corrupted with noise.

A chosen level of noise is first introduced in the training set. Logic programs are then induced from the training set using LOGENPRO and FOIL. Finally, the classification accuracy of the learned programs is estimated on the testing set. For LOGENPRO, the initial population of programs are induced by a variation of FOIL using a portion of the training examples. The population size is 10 and the maximum number of generations for each experiment is 50. Since LOGENPRO is a non-deterministic learning system, the process is repeated for five times on the same training
set and the average of the five results is reported as the classification accuracy of LOGENPRO.

Many runs of the above experiments are performed on different training examples. The average results of ten runs are summarized in figure 5. The performances of both systems are compared using paired t-test. From this experiment, the classification accuracy of LOGENPRO is better than that of FOIL by at least 5% at the 99.995% confidence interval at all noise levels (except the noise level of 0%). The largest difference reaches 24% at the 20% noise level. One possible explanation of the better performance of LOGENPRO is that the Darwinian principle of survival and reproduction of the fittest is a good noise handling method. It avoids overfitting noisy examples, but at the same time, it can finds interesting and useful patterns from these noisy examples. The experiments demonstrate that LOGENPRO is a promising alternative to other famous inductive logic programming systems and sometimes is superior for handling noisy data.

A fuzzy relation is associated with a n-ary fuzzy predicate and can be described extensionally as a set of ordered pairs. Thus the relation linked-to(X, Y) is represented explicitly as:

```
linked-to(X, Y) = {(<0,1>, 0.9), (<0,2>, 0.765),
                 (<0,3>, 0.85), (<0,4>, 0.72),
                 (<0,5>, 0.648), (<0,6>, 0.567),
                 (<0,8>, 0.510), (<1,2>, 0.85),
                 (<1,3>, 0.9), (<3,4>, 0.8),
                 (<3,5>, 0.72), (<3,6>, 0.63),
                 (<3,8>, 0.567), (<4,5>, 0.88),
                 (<4,6>, 0.7), (<4,8>, 0.63),
                 (<6,8>, 0.95), (<7,6>, 0.9),
                 (<7,8>, 0.95)}
```

The negative instances of this relation can be found using the close world assumption [19]. Thus, the set of negative instances is:

```
{(<0,0>, 0), (<0,7>, 0), (<1,0>, 0), (<1,1>, 0),
  (<1,3>, 0), (<1,4>, 0), (<1,5>, 0), (<1,6>, 0),
  (<1,7>, 0), (<1,8>, 0), (<2,0>, 0), (<2,1>, 0),
  (<2,2>, 0), (<2,3>, 0), (<2,4>, 0), (<2,5>, 0),
  (<2,6>, 0), (<2,7>, 0), (<2,8>, 0), (<3,0>, 0),
  (<3,1>, 0), (<3,3>, 0), (<3,7>, 0), (<4,0>, 0),
  (<4,1>, 0), (<4,2>, 0), (<4,3>, 0), (<4,4>, 0),
  (<4,5>, 0), (<4,7>, 0), (<5,0>, 0), (<5,1>, 0),
  (<5,2>, 0), (<5,3>, 0), (<5,4>, 0), (<5,5>, 0),
  (<5,6>, 0), (<5,7>, 0), (<5,8>, 0), (<6,0>, 0),
  (<6,1>, 0), (<6,2>, 0), (<6,3>, 0), (<6,4>, 0),
  (<6,5>, 0), (<6,6>, 0), (<6,7>, 0), (<7,0>, 0),
  (<7,1>, 0), (<7,2>, 0), (<7,3>, 0), (<7,4>, 0),
  (<7,5>, 0), (<7,7>, 0), (<8,0>, 0), (<8,1>, 0),
  (<8,2>, 0), (<8,3>, 0), (<8,4>, 0), (<8,5>, 0),
  (<8,6>, 0), (<8,7>, 0), (<8,8>, 0)}
```

Table 5. The logic grammar for the can-reach problem

```
start  -> clauses.
clauses -> clauses, clauses.
clauses -> clause.
clause  -> {random(0, 1, ?A)},
          consq, [<-(?A)], antes, [.].
consq  -> [can-reach(X, Y)].
antes  -> antes, [,], antes.
antes  -> ante.
ante   -> {member(?A,[W, X, Y, Z])},
          {member(?B,[W, X, Y, Z])},
literal(?A, ?B) -> [ linked-to(?A, ?B) ].
literal(?A, ?B) -> [ can-reach(?A, ?B) ].
```
The 19 positive and 62 negative instances are used as the fitness cases. The fitness function finds the sum, taken over all 81 fitness cases, of the absolute values of the difference between the desired truth value and the truth value returned by the generated program. A fitness case is said to be covered by a program if the truth value returned is within 0.05 of the desired value. LOGENPRO terminates if the maximum number of generations of 25, is reached or a Fuzzy Prolog program that covers all fitness cases is found. The logic grammar for this problem is shown in table 5. The background knowledge is represented by the fuzzy relation `linked-to(X, Y)` and the predicate `random(0, 1, hum)` is a logic goal.

A number of trials have been performed using a population size of 100. Correct programs can be found in all trials. The following correct simplified program is found in one trial:

\[
\begin{align*}
\text{can-reach}(X, Y) & \leftarrow (1) \quad \text{linked-to}(X, Y). \\
\text{can-reach}(X, Y) & \leftarrow (0.9) \quad \text{linked-to}(X, Z) , \quad \text{can-reach}(Z, Y).
\end{align*}
\]

6. Conclusion

We have presented a flexible system called LOGENPRO (The LOgic grammar based GENetic PROgramming system) that combines Genetic Programming and Inductive Logic Programming. It is based on a formalism of logic grammars. The system can learn programs in various programming languages and represent context-sensitive information and domain-dependent knowledge. An experiment that employs LOGENPRO to induce a S-expression for calculating dot product has been performed. This experiment illustrates that LOGENPRO, when used with domain knowledge, accelerates the learning of programs. The performance of LOGENPRO in inducing logic programs from imperfect training examples is evaluated using the chess endgame problem. A detailed comparison to FOIL has been conducted. This experiment demonstrate that LOGENPRO is a promising alternative to other inductive logic programming systems and sometimes is superior for handling noisy data. The other experiment illustrates the ability of LOGENPRO in inducing programs Fuzzy Prolog. These experiments prove that LOGENPRO is very flexible.
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