A Novel Method for Embedded Text Segmentation Based on Stroke and Color
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Abstract—In this paper, a novel method for embedded text segmentation is proposed. The basic idea of our method is based on two properties of embedded texts: a) the color of text pixels is subject to gaussian distribution; b) the local part and the global part of embedded text shares the same color distribution. Inspired by this two characteristics, we develop a two-step text segmentation approach: in the coarse segmentation step, a 1-D gaussian function is adopted to model the color distribution of text pixels. To get the model parameters, a stroke operator is utilized to extract confident text region, and then a heuristic process is developed to estimate the parameters. The coarse segmentation can be carried out by the color model. In the noise elimination step, a color distribution homogeneity based method with connected component analysis is introduced. Preliminary experimental results show that our method performs well on complex background.
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I. INTRODUCTION

With the development of information technology, a quantity of multimedia comes forth, which leads to an urgent demand for content based browsing and retrieving system. Text embedded in images and videos always carries rich useful information, which can help the computer to understand the content of images and videos. A variety of text extraction approaches have been proposed and many applications have been investigated [6][7]. To extract the embedded texts, the text segmentation is a key step.

Compared with the segmentation of texts in scanned documents, the research of embedded texts segmentation is always challenged by low resolution and complex background. The height of text in images and videos is usually beyond 50 pixels, while the resolution of scanned documents is no less than 300 dpi. What’s more, the background of embedded texts is more complex than the scanned documents.

Threshold-based methods were first developed to segment texts in scanned document images with simple background. The related thresholds are selected based on the intensity contrast between text and background. Otsu [1] presents an adaptive thresholding method through minimizing the intra-class variance, which has been widely used for text segmentation in scanned document images. After that, more threshold-based method such as local and global thresholding, Niblack’s [2] method and etc. are proposed. Although these methods have been proved to be effective for document image segmentation, they may fail for embedded texts because of the low resolution and complex background.

Some authors have also considered the texture information of embedded text in their segmentation algorithms, such as color, edge, strokes, corner and etc. [5][9][10]. Fu et al.[3] first utilize the K-means algorithm to cluster a detected rectangle text block into K binary image layers, and then an effective post-processing procedure is applied to obtain more complete and accurate segmentation results by multi-constraints on color, edge and stroke thickness. Ye et al. [4] employ the “edge couple” characteristic of text to sample text pixels, and then a GMM is trained online to model the distribution of the hue and intensity values of text pixels. These methods may perform well when the text background is simple with less noise, but the selection of color layer number remains a big problem.

In this paper, a new method for embedded text segmentation is proposed. The basic idea of our method is based on two properties of embedded texts: a) the color of text pixels is subject to gaussian distribution; b) the local part and the global part of embedded text shares the same color distribution. Inspired by this two characteristics, we develop a two-step text segmentation approach: in the coarse segmentation step, a 1-D Gaussian function is adopted to model the color distribution of text pixels. To get the model parameters, a stroke operator is utilized to extract confident text region, and then a heuristic process is developed to estimate the parameters. The coarse segmentation can be carried out by the color model. In the noise elimination step, a color distribution homogeneity based method with connected component analysis is introduced. Preliminary experimental results show that our method performs well on complex background.

The rest of the paper is organized as follows: the color distribution characteristics of embedded texts and the algorithm overview are presented in Section 2; the details of our method are illustrated in Section 3; Section 4 are the related experiments and results; finally we draw our conclusions in Section 5.

II. COLOR DISTRIBUTION CHARACTERISTICS OF EMBEDDED TEXT

Text embedded in images and videos is a special kind of texture which contains high-level semantic information. It
can be observed that the embedded texts show the following properties:

A. Gaussian model for the color of text pixels

The image with embedded texts can be regarded as a combination of text and non-text region. For an image $I$ with embedded text, taken the text region as foreground and the non-text region as background, $I$ can be written as:

$$I(x) = B(x) + F(x)$$  \hspace{1cm} (1)

Here, $B$ and $F$ are the background and the foreground. In this paper, the symbol $X(\cdot)$ refers to the pixel value of image $X$ in the specified point. As the embedded text is added to express high semantic information, it is reasonable to hypothesis that the original text pixels have homogeneous color for better visual effects. However, during the image/video storing and transmission process, the image could be polluted by noises. We use a constant $C$ to denote the color of original added text, $F_N$ the transmission and storing noises. Thus the foreground $F$ can be written as:

$$F(x) = C + F_N(x)$$  \hspace{1cm} (2)

Let $T$ be the embedded text of $I$, as $T$ is regarded as the foreground, it can be written as:

$$T(x) = F(x) = C + F_N(x)$$  \hspace{1cm} (3)

We hypothesize that the foreground noise obeys gaussian distribution as:

$$F_N \sim N(\mu, \sigma)$$  \hspace{1cm} (4)

According to Eq.3, the embedded text $T$ also obeys gaussian distribution:

$$T \sim N(\mu + C, \sigma)$$  \hspace{1cm} (5)

Figure 1 shows some images with embedded texts. Figure 1(a)(b) are input images and the binary text images obtained by manually labeling. Figure 1(c) are the gray-level histogram of the text pixels. Considered the pixel level labeling error, it can be seen that the distribution of text pixels can be similarly modeled by a 1-D gaussian function as:

$$f(p(i)) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{(p(i) - \mu)^2}{2\sigma^2}\right)$$  \hspace{1cm} (6)

where $p(i)$ denotes the gray scale value of the i-th pixel in the image, and $f(p(i))$ is the probability of the i-th pixel to be in the text region. Based on this model, if we could obtain the gaussian parameters $\mu$ and $\sigma$, the text pixels can be then segmented from the background successfully.

B. Color distribution homogeneity of embedded text

Given an embedded text image, let $T$ be the text region and $T_i \in T$ be a part of the text. As described above, we use 1-D gaussian function to model the color of text pixels, thus the color of text pixels in $T$ and $T_i$ should both obey the gaussian distribution as follows:

$$T \sim N(\mu, \sigma) \quad T_i \sim N(\mu_i, \sigma_i)$$  \hspace{1cm} (7)

The color distribution homogeneity means that the local region $T_i$ should have homogenous color distribution with its neighbors and the whole text region $T$.

In this paper, we use the global and local color distribution homogeneity to demonstrate this characteristic of the embedded text.

1) Global color distribution homogeneity (GCDH): GCDH means that $T_i$ should have homogeneous color distribution with the whole text region $T$. We define global color homogeneous probability $P_g(i)$ to measure the color distribution similarity of $T_i$ and $T$. Here $P_g(i)$ is calculated by:

$$P_g(i) = \frac{F_{\mu,\sigma}(\mu_i) + F_{\mu,\sigma}(\mu)}{2}$$  \hspace{1cm} (8)

where $F_{\mu,\sigma}(\mu)$ and $F_{\mu,\sigma}(\mu_i)$ are calculated by:

$$F_{\mu,\sigma}(x) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{(x - \mu)^2}{2\sigma^2}\right)$$  \hspace{1cm} (9)

2) Local color distribution homogeneity (LCHH): LCHH means that $T_i$ should have homogeneous color with its neighbors. Like $P_g(i)$ for GCDH, we define local color homogeneous probability $P_l(i)$ to measure the color distribution similarity of $T_i$ and its neighbors. $P_l(i)$ is calculated by:

$$P_l(i) = \frac{F_{\mu,\sigma}(\mu_i') + F_{\mu',\sigma'}(\mu_i)}{2}$$  \hspace{1cm} (10)

Here $F_{\mu,\sigma}(\mu)$ and $F_{\mu',\sigma'}(\mu)$ are calculated by Eq.9. $\mu_i'$ and $\sigma_i'$ are the mean and standard variance of $T_i$’s neighbors. $\mu_i'$ and $\sigma_i'$ are calculated by:

$$\mu_i' = \frac{1}{M} \sum_{j \in N_i} \mu_j \quad \sigma_i' = \frac{1}{M} \sum_{j \in N_i} \sigma_j$$  \hspace{1cm} (11)
Here, \( N_i \) refers to the neighbors of \( T_i \) and \( M \) is the number of selected neighbors. In this paper, we select 4 nearest neighbors of \( T_i \) to calculate \( \mu_i^t \) and \( \sigma_i^t \).

For an unknown region \( T_i \), if it belongs to the text region, the \( P_g(i) \) and \( P_l(i) \) of \( T_i \) should satisfy:

\[
P_g(i) > \varepsilon_0 \quad P_l(i) > \varepsilon_1
\]

Here, \( \varepsilon_0 = 0.75 \) and \( \varepsilon_1 = 0.85 \) in this paper.

An example is showed in Figure 2. It can be seen that the color of text regions tend to be similar while that of the text and non-text regions are quite different.

### III. Proposed Method

Motivated by the analysis above, we propose a two-step method for the embedded text segmentation based on stroke and color. In the coarse segmentation step, a 1-D Gaussian function is adopted to model the color distribution of text pixels. To get the model parameters, a stroke operator is utilized to extract confident text region, and then a heuristic process is developed to estimate the parameters. The coarse segmentation can be carried out by the color model. In the noise elimination step, the color distribution homogeneity based constraints and the connected component analysis is introduced. The flow chart of the proposed method is showed in Figure 3.

#### A. Stroke-based coarse segmentation

According to the analysis in section II-A, the color distribution of text pixels in the embedded text can be modeled by a 1-D gaussian function. If we could obtain the gaussian parameters \( \mu \) and \( \sigma \), the text region can then be segmented from the background. Stroke is an important and useful feature for the text. Ye et al. [8] proposed a method to extract the stroke map of the input text image. In this paper, Ye’s method is used to extract high-confident text regions, which are then utilized to evaluate the color model of the embedded text.

The flow chart of stroke-based coarse segmentation is showed in Fig.3(a). For an embedded text image \( T_i \), the proposed coarse segmentation method is carried out as follows:

1. **Pre-process:** The pre-process aims at normalizing the size of the input image. For horizontal embedded text images, the height is normalized to 64 pixels; for vertical text images, the width is normalized to 64 pixels.

2. **Stroke extraction:** Calculate the stroke map of the normalized image. Let \( f(\cdot) \) denote the gray scale value of the normalized input image and \( W \) the stroke width of the embedded text, the stroke map \( S \) is calculated as:

\[
S = \max_{d=0}^{3} \{S_d\}
\]

where \( d = 0, 1, 2, 3 \) denote the four directions on 0, \( \pi/4, \pi/2, 3\pi/4 \), and \( S_d \) is the stroke response on the direction \( d \), which is calculated by:

\[
S_d(p) = \begin{cases} 
S_d^*(p) & \text{if } S_d^*(p) > 0 \\
0 & \text{otherwise}
\end{cases}
\]

\[
S_d^*(p) = \max_{i=1}^{W-1} \{ \min [f_d(p-i), f_d(p-i+W)] \} - f(p)
\]

Here \( f_d(p-i) \) denotes the gray scale value of the pixel at a distance of \( i \) pixels from point \( p \) in the \( d \)-th direction.

3. **Model parameters evaluation:** By stroke extraction, the text regions are strengthened and the noises are depressed. So the stroke map can be utilized to evaluate the text color distribution parameters \( \mu \) and \( \sigma \). In this paper, a heuristic process is adopted to obtain more precise evaluation results. The proposed heuristic model parameters evaluation algorithm is listed in Tab.I.
4) **Coarse segmentation**: For the normalized input image \( I \), once the model parameters \( \mu \) and \( \sigma \) are obtained, the coarse segmentation can be carried out by:

\[
B_c(p) = \begin{cases} 
255 & \text{if } |I(p) - \mu| < \varepsilon \sigma \\
0 & \text{otherwise}
\end{cases} \quad (16)
\]

Here \( B_c \) refers to the result image of coarse segmentation, and \( \varepsilon \) is the segmentation threshold. In this paper, \( \varepsilon = 2.0 \).

**B. Color-based noise elimination**

Most of the text pixels can be extracted by the stroke-based coarse segmentation. However, there also would be non-text noises in the coarse segment results, as the color of non-text noises might fall into the color band of text. Thus the noise elimination step is needed.

For the coarse segmentation result image \( B_c \), the noise elimination process is carried out as follows:

1) **Border seed filling**: The method of border seed fill is proposed by Lienhart et al. [6]. This process aims at removing the non-text regions connected to the border.

2) **Connected component analysis (CCA)**: After the process of border seed filling, the CCA is adopted to extract the connected components.

Let \( C = \{C_0, C_1, \cdots, C_N\} \) denote the connected component (CC) set, for each component \( C_i \), we calculate the local mean \( \mu_i \) and standard variance \( \sigma_i \), as follows:

\[
\mu_i = \frac{1}{N_i} \sum_{p \in C_i} p(j), \quad \sigma_i = \sqrt{\frac{1}{N_i} \sum_{p \in C_i} (p(j) - \mu_i)^2} \quad (17)
\]

where \( j \) is the point in \( C_i \) and \( p(j) \) denotes the gray value of the \( j \)-th pixel in the normalized image. \( N_i \) is the number of pixels in \( C_i \).

3) **Color distribution homogeneity based noise elimination**: Remove the CCs which don’t satisfy color distribution homogeneity constraint. For the \( i \)-th CC \( C_i \), it should be eliminated if \( C_i \) doesn’t obey the conditions in Equation 12.

**IV. Experiments and analysis**

To evaluate the effectiveness of our method, we grab 1200 text blocks including 11789 characters from images and video frames. The characters in the dataset involve Chinese, English, and digits. All the experiments are done on the computer with a CPU of Pentium IV 2.8GHz.

The proposed approach is evaluated by the recognition results and the process time cost per image. In this paper, the recognition precision rate (RPR), recognition recall rate (RRC) and line recognition rate (LRR) are adopted as evaluation criteria. RPR, RRC and LRR are calculated as follows:

\[
RPR = \frac{N_C}{N_R}, \quad RRC = \frac{N_C}{N_G}, \quad LRR = \frac{L_C}{L_G} \quad (18)
\]

Here, \( N_R \) and \( N_G \) denote the number of totally recognized and correctly recognized characters. \( N_G \) is the ground truth number of characters. \( L_C \) is the number of correctly recognized text lines. \( L_G \) is the ground truth number of text lines. The text recognition in this paper is implemented by commercial OCR engine from Hanvon Tech., Co. Ltd.

In this paper, we utilize a heuristic method to evaluate the color distribution parameters \( \mu \) and \( \sigma \) by the stroke map (see Table I). To prove the effectiveness of our approach, we compare the evaluated parameters with the ground truth value. The results are showed in Figure 6, where \( \mu \) and \( \sigma \) are calculated by labeled ground truth binary image, \( \mu^* \) and \( \sigma^* \) are calculated by the stroke-based evaluation method. It can be seen that the evaluated parameters match the ground truth well.

The proposed method includes a coarse segmentation and noise elimination process. To test the performance of this two process, we do comparison experiments on the test data. The results are showed in Table II. It can be seen that the performance is highly increased by the noise elimination process. The RPR and RRC have been increased by nearly
26%, and LRR about 46%, which proves the effectiveness of our noise elimination process.

To prove the advantage of our method, we compare the performance of our method three widely used text segmentation methods: Otsu's [1] adaptive thresholding method, K-Means based method and GMM based method. Here the initial number of color layer $K = 3$ for the K-Means based method and the initial number of gaussians $N = 3$ for the GMM based method. The experimental results are summarized in Table III. The time cost of each method is measured by the average processing time. The results show that our approach has better performance than the other approaches according to both recognition results and the time cost. Since our approach utilizes both stroke and color information of the embedded text, it is less sensitive to the complexity of background and can extract the text in images efficiently. Compared with the high computation complexity of K-Means and GMM based methods, the proposed method is faster and more effective.

V. Conclusion

We present a two-step text segmentation approach based on stroke and color in this paper. In the coarse segmentation step, a 1-D Gaussian function is adopted to model the color distribution of text pixels. To get the model parameters, a stroke operator is utilized to extract confident text region, and then a heuristic process is developed to estimate the parameters. The coarse segmentation can be carried out by the color model. In the noise elimination step, a color distribution homogeneity based method with connected component analysis is introduced. Experiments show that promising results have been achieved by the proposed method.

Table III

<table>
<thead>
<tr>
<th>Alg</th>
<th>RPR</th>
<th>RRC</th>
<th>LRR</th>
<th>Time cost (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OTSU</td>
<td>69.56%</td>
<td>68.34%</td>
<td>33.87%</td>
<td>32</td>
</tr>
<tr>
<td>K-Means</td>
<td>90.25%</td>
<td>87.56%</td>
<td>75.36%</td>
<td>75</td>
</tr>
<tr>
<td>GMM</td>
<td>95.55%</td>
<td>94.45%</td>
<td>74.98%</td>
<td>228</td>
</tr>
<tr>
<td>Our method</td>
<td>97.27%</td>
<td>97.88%</td>
<td>85.22%</td>
<td>36</td>
</tr>
</tbody>
</table>
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