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Abstract
From the beginning the ROXIE program was structured such that mathematical optimization techniques can be applied to the design of the superconducting magnets. With the concept of features it is possible to create the complex coil assemblies in 2 and 3 dimensions with only a small number of engineering data which can then be addressed as design variables of the optimization problem. In this chapter some background information on the application of mathematical optimization techniques is given.

1 Historical overview
Mathematical optimization including numerical techniques such as linear and nonlinear programming, integer programming, network flow theory and dynamic optimization has its origin in operations research developed in world war II, e.g., Morse and Kimball 1950 [45]. Most of the real-world optimization problems involve multiple conflicting objectives which should be considered simultaneously, so-called vector-optimization problems. The solution process for vector-optimization problems is threefold, based on decision-making methods, methods to treat nonlinear constraints and optimization algorithms to minimize the objective function.

Methods for decision-making, based on the optimality criterion by Pareto in 1896 [48], have been introduced and applied to a wide range of problems in economics by Marglin 1966 [42], Geoffrion 1968 [18] and Fandel 1972 [12]. The theory of nonlinear programming with constraints is based on the optimality criterion by Kuhn and Tucker, 1951 [37]. Methods for the treatment of nonlinear constraints have been developed by Zoutendijk 1960 [70], Fiacco and McCormick 1968 [13] and Rockafellar 1973 [54] among others. Numerous optimization algorithms both using deterministic and stochastic elements have been developed in the sixties and covered in the books by Wilde 1964 [67], Rosenbrock 1966 [55], Himmelblau 1972 [25], Brent 1973 [5], and Schwefel 1977 [62]. Researchers tend to come back to genetic and evolutionary algorithms recently as they are suited for parallel processing, finding global optima, and are reported to be suitable for a large number of design variables Fogel 1994 [15], Holland 1992 [26].

Mathematical optimization techniques have been applied to computational electromagnetics already for decades. Halbach 1967 [23] introduced a method for optimizing coil arrangements and pole shapes of magnets by means of finite element (FE) field calculation. Armstrong, Fan, Simkin and Trowbridge 1982 [2] combined optimization algorithms with the volume integral method for the pole profile optimization of a H-magnet. Girdinio, Molfino, Molinari and Viviani 1983 [20] optimized a profile of an electrode. These attempts tended to be application-specific, however. Only since the late 80 th, have numerical field calculation packages for both 2d and 3d applications been placed in an optimization environment. Reasons for this delay have included constraints in computing power, problems with discontinuities and nondifferentiabilities in the objective function arising from FE meshes, accuracy of the field solution and software implementation problems. A small selection of papers can be found in the references.

The variety of methods applied shows that no general method exists to solve nonlinear optimization problems in computational electromagnetics in the same way that the simplex algorithm exists to
solve linear problems. There are many different applications in computational electromagnetics and each one requires its own particular procedure. Some optimization procedures are described in the following sections that have been proven efficient for problems in computational electromagnetics and are provided for general use in the ROXIE program.

2 Pareto-optimality

Most of the real-world optimization problems involve multiple conflicting objectives that must be mutually reconciled. Characteristic for these so-called vector-optimization problems is the appearance of an objective-conflict where the individual solutions for each single objective function differ and no solution exists where all the objectives reach their individual minimum.

A vector-optimization problem in a standardized mathematical form reads:

\[
"\min" \bar{F}(\vec{X}) = "\min" (f_1(\vec{X}), f_2(\vec{X}), ..., f_K(\vec{X}))
\]

\[
\bar{F} : \mathbb{R}^n \rightarrow \mathbb{R}^K, g_i, h_j : \mathbb{R}^n \rightarrow \mathbb{R}
\]

subject to

\[
g_i(\vec{X}) \leq 0 \quad (i = 1, 2, ..., m)
\]

\[
h_j(\vec{X}) = 0 \quad (j = 1, 2, ..., p)
\]

\[
x_{il} \leq x_l \leq x_{iu} \quad (l = 1, 2, ..., n)
\]

with the design variable vector \(\vec{X} = (x_1, x_2, ... x_n)\) and the in general nonlinear objective functions \(f_k\) arranged in the vector \(\bar{F}(\vec{X})\). The \(x_{il}\) and \(x_{iu}\) are the lower respectively upper bounds for the design variables. For the definition of the optimal solution of the vector-optimization problem we apply the optimality criterion by Pareto originally introduced for problems in economics Pareto [48], Stadler [65]. A Pareto-optimal solution \(\vec{X}^*\) is given when there exists no solution \(\vec{X}\) in the feasible domain \(M = \{\vec{X} \in \mathbb{R}^n | g_i(\vec{X}) \leq 0; h_j(\vec{X}) = 0; x_{il} \leq x_l \leq x_{iu} \forall i = 1, ..., m; j = 1, ..., p; l = 1, ..., n\}\) for which

\[
f_k(\vec{X}) \leq f_k(\vec{X}^*) \quad \forall k \in [1, K]
\]

\[
f_k(\vec{X}) < f_k(\vec{X}^*) \quad \text{for at least one } k \in [1, K]
\]

A design where the improvement of one objective causes the degradation of at least one other objective, is an element of the Pareto-optimal solution set. It is clear that this definition yields a set of solutions rather than one unique solution. Fig. 1. shows a geometric interpretation of Pareto-optimal solutions for two conflicting objectives.

3 Methods of decision-making

Applying mathematical optimization routines requires a decision-making method that guarantees a solution from the Pareto-optimal solution set. Below some methods are described that have been applied to computational electromagnetics, author’s papers [56], [57]. A comprehensive overview can be found in Cohon [7].
3.1 Objective weighting

The objective weighting function, Kuhn and Tucker [37] is the sum of the weighted objectives and results in the minimization problem:

$$\min \{ u(\bar{F}(\bar{X})) = \sum_{k=1}^{K} t_k \cdot f_k(\bar{X}) \mid \bar{X} \in M \}$$  \hspace{1cm} (7)

with the weighting factors $t_k$ representing the users preference. For convex optimization problems where for all $k \in [1, K]$ and $\bar{X}_1, \bar{X}_2 \in M$, $0 \leq \nu \leq 1$ yields $f_k(\nu \bar{X}_1 + (1-\nu) \bar{X}_2) \leq \nu f_k(\bar{X}_1) + (1-\nu)f_k(\bar{X}_2)$ it can be proved indirectly, Fandel [12], that eq. (7) is a minimization problem with a unique Pareto-optimal solution. The problem is to find the appropriate weighting factors in particular when the objectives have different numerical values and sensitivity. Using objective weighting results therefore in an iterative solution process where a number of optimizations have to be performed with updated weighting factors.

3.2 Distance function

The problem of choosing the weighting factors appropriately also occurs when the distance function method, Charnes and Cooper [6], is applied. Most common is a least squares objective function. The $f_k$ are the requirements for the optimum design. The minimization problem reads for $\bar{X} \in M$ and the norm $\| \bar{x} \|_p = (|x_1|^p + \ldots + |x_n|^p)^{1/p}$

$$\min \| \bar{F}^*(\bar{X}) - \bar{F}(\bar{X}) \|_2^2 = \min \| \bar{z}(\bar{X}) \|_2^2 =$$

$$\min \sum_{k=1}^{K} t_k (f_k^*(\bar{X}) - f_k(\bar{X}))^2.$$  \hspace{1cm} (8)

For convex functions and for $f_k^*$ taken as the minimal individual solutions it can be proved, in the same manner as for the objective weighting function, that (8) has an unique Pareto-optimal solution. The disadvantage of least squares objective functions with the Euclidean norm $\| . \|_2$ is the low sensitivity for residuals smaller than one. Therefore sufficiently high weighting factors $t_k$ have to be introduced. If the absolute value norm is applied, the disadvantage is the nondifferentiable objective function in the optimum.
3.3 Constraint formulation

The problem with the weighting factors can be overcome by defining the problem in the constraint formulation, Marglin [42]. Only one of the objectives is minimized and the others are considered by constraints. The resulting optimization problem reads:

$$\min f_i(\vec{X})$$

(9)

$$f_k(\vec{X}) - r_k \leq 0$$

(10)

\(\forall k = 1, K; \ k \neq i\) and additional constraints, eq. (2)-(4). The \(r_k\) represent the minimum request value specified by the user for the \(k\)-th objective. Combining (10) and (2) and, because they can be treated separately, omitting the bounds for the design variables (4) yields in a vector notation \(\overline{\vec{g}}', \overline{\vec{c}} \in R^{m+K-1}, \overline{\vec{h}}', \overline{\vec{d}} \in R^p\):

$$\min f_i(\vec{X})$$

(11)

$$\overline{\vec{g}}'(\vec{X}) - \overline{\vec{c}} \leq 0$$

(12)

$$\overline{\vec{h}}'(\vec{X}) - \overline{\vec{d}} = 0$$

(13)

3.4 Sensitivity analysis

The constraint formulation has the advantage that a sensitivity analysis can be performed using the necessary optimality conditions at the optimum point \(\vec{X}^*\) which read, see Luenberger [38]:

$$\nabla_{\vec{X}} L = \nabla_{\vec{X}} f_i(\vec{X}^*) + \overline{\vec{a}} \nabla_{\vec{X}} \overline{\vec{g}}'(\vec{X}^*) + \overline{\vec{\beta}} \nabla_{\vec{X}} \overline{\vec{h}}'(\vec{X}^*) = 0$$

(14)

$$\overline{\vec{g}}'(\vec{X}^*) - \overline{\vec{c}} = 0$$

(15)

$$\overline{\vec{h}}'(\vec{X}^*) - \overline{\vec{d}} = 0$$

(16)

$$\overline{\vec{a}} > 0$$

(17)

The \(\overline{\vec{a}}, \overline{\vec{\beta}}\) are the vectors of the corresponding Lagrange multipliers. Equations (14) - (17) are the Kuhn-Tucker equations. The gradient of the Lagrange function has to be zero, and the Lagrange multipliers of the active inequality constraints have to take values greater than zero, otherwise it would be possible to decrease the value of a constraint without increasing the objective function, which is of course not characteristic for an optimal point. By means of the corresponding Lagrange function \(L\) it can also be proved that (11) - (13) is a minimization problem with a unique Pareto-optimal solution if all constraints are active. A non-active constraint would be equivalent to a zero weight in the weighting function.

The Lagrange-multipliers are estimated by solving the linear equation system (14) by means of the variational problem

$$\min_{\overline{\vec{\alpha}}, \overline{\vec{\beta}}} \| \nabla L \| = \min_{\overline{\vec{\alpha}}, \overline{\vec{\beta}}} \| \nabla_{\vec{X}} f(\vec{X}^*) + A\overline{\vec{\alpha}} + B\overline{\vec{\beta}} \|$$

(18)
with the gradients of the constraints arranged in the matrices $A$ and $B$. The Lagrange multipliers are a measure of the price which has to be paid when the constraint is decreased. Mathematically this relationship is expressed by [38]

$$\nabla_{e} f(\tilde{X}^*) = -\tilde{\alpha},$$

$$\nabla_{d} f(\tilde{X}^*) = -\tilde{\beta}.$$  

### 3.5 Payoff table

A tool which provides the decision maker with a lot of information about the hidden resources of a design is the payoff-table. To create this table $K$ individual optimization problems are solved to find the best solution for each of the $K$ objectives ($X^i$ being the minimizer of the problem $min f_i(\tilde{X}^i)$.)

$$
\begin{array}{cccc}
 f_1(\tilde{X}^1) & f_2(\tilde{X}^1) & \cdots & f_K(\tilde{X}^1) \\
 f_1(\tilde{X}^2) & f_2(\tilde{X}^2) & \cdots & f_K(\tilde{X}^2) \\
 \vdots & \vdots & \ddots & \vdots \\
 f_1(\tilde{X}^K) & f_2(\tilde{X}^K) & \cdots & f_K(\tilde{X}^K) \\
\end{array}
$$

<table>
<thead>
<tr>
<th>$X^1$</th>
<th>$\tilde{X}^1$</th>
<th>$\tilde{X}^2$</th>
<th>$\tilde{X}^K$</th>
</tr>
</thead>
</table>

Table 1: Payoff table for $K$ objectives

Best compromise solutions can then be found by minimizing the distance from the in general non-feasible "perfect" solution on the diagonal of the payoff-table, cf. Fig. 1. By applying different norms e.g. the $L_1$, $L_2$ and $L_\infty$ norm the optimal compromise solutions can be found. The payoff-table can also help to set up constraint problems with Pareto-optimal solutions (i.e. finding feasible solutions for constraint problems with active constraints).

### 3.6 Fuzzy sets

Considering the often imprecise nature of judgements in multiobjective programming problems, the fuzzy set, Bellman and Zadeh [3] approach looks promising. A fuzzy subset $A$ of $X$ is defined by its membership function

$$\mu_A : X \rightarrow [0, 1]$$

which assigns to each element $x \in X$ a real number $\mu_A(x)$ in the interval $[0,1]$ where the value of $\mu_A(x)$ represents the degree of membership of $x$ in $A$. The idea behind the fuzzy set theory is therefore not whether an element is in the subset or not, but if it is more or less a member of the subset. A constraint which may be expressed by, e.g., "the value has to be considerably larger than 10" could be associated with the membership function

$$\mu_A(x) = \begin{cases} 
0 & x < 10 \\
\frac{1}{1+(0.1(x-10))^2} & x \geq 10 
\end{cases}$$

(22)
Bellman and Zadeh [3] introduced three basic concepts: Fuzzy goal, fuzzy constraint and fuzzy decision. Let be $G_1, G_2, \ldots, G_m$ the $m$ fuzzy goals represented by their membership functions $\mu_{G_1}, \ldots, \mu_{G_m}$ and $C_1, C_2, \ldots, C_m$ the $m$ fuzzy constraints represented by their membership functions $\mu_{C_1}, \ldots, \mu_{C_m}$ then the fuzzy decision is the element with the maximum degree of membership of the intersection of the fuzzy goals and constraints.

$$max_x \mu_D = max_x min(\mu_{G_1}, \ldots, \mu_{G_m}, \mu_{C_1}, \ldots, \mu_{C_m})$$

There are two drawbacks to the method, however. The first is the appropriate choice of membership functions to be associated with fuzzy statements like small, big, very big, lower, considerably lower, etc. The second is the flat function topology for areas with violated constraints where the membership function of the intersection is zero thus making the application of stochastic optimization algorithms necessary.

4 Solution methods
4.1 Bounds for design variables

As the design variables of the optimization problem can usually only be varied between upper and lower bounds, a modified objective function is applied

$$p(\bar{X}) = \begin{cases} f(\bar{X}) & \text{no bound violated} \\ f(\bar{X^*}) + r(\bar{X}) & \text{bound violated} \end{cases}$$

with $\bar{X^*} = (x_1, x_2, \ldots, x_i^*, \ldots, x_n)$ and $x_i^* = x_{lu}$ if $x_i > x_{lu}$ if (upper bound violated) and $x_i^* = x_{ll}$ if $x_i < x_{ll}$ (lower bound violated). The added penalty term reads:

$$r(\bar{X}) = \sum_l r_l \begin{cases} (x_l - x_{lu})^2 & \text{if } x_l > x_{lu} \\ (x_{ll} - x_l)^2 & \text{if } x_l < x_{ll} \\ 0 & \text{otherwise} \end{cases}$$

with sufficiently high penalty parameters $r_l$. The advantage of this procedure is that the violation of the bounds is checked before a function evaluation is carried out (violated bounds may even cause an abort of the numerical field calculation routines), and that the existing algorithms for unconstrained minimization can be applied without modifications.

4.2 Treatment of nonlinear constraints

With the constraint formulation the problem of the treatment of the nonlinear constraints arises. One method is the transformation of the constrained problem into an unconstrained problem by means of a penalty function method. The main idea is to add a penalty term to the objective function which depends on the degree to which the constraints are violated and vanishes if the constraints are satisfied. The optimization problem (11)-(13) transformed into the penalty function reads:

$$p(\bar{X}) = f_i(\bar{X}) + \sum_k p_k \cdot max(0, g_k(\bar{X}) - c_k) +$$

$$\sum_j q_j (h_j(\bar{X}) - d_j)^2$$

In order to prove the feasibility of the result the penalty factors $p_k, q_j$ have to be chosen infinite. Large penalty factors, however, lead to ill-conditioned problems. Replacing the square term in (26) by the modulus results in the exact penalty method. Here the weighting factor can be finite ($p_k > |\alpha_k|, q_j > |\beta_j|$).
the $\alpha$ and $\beta$ being the Lagrange Multipliers eq. (19,20), to guarantee feasibility of the solution. The disadvantage is the nondifferentiability of the objective function in the optimum, the same problem as when applying the distance function method with the $L_1$ norm.

It was therefore proposed to solve a sequence of unconstrained minimization problems with increasing penalty factors. This is called the **sequential unconstraint minimization technique, SUMT** Fiacco and McCormick [13]. However, as the objective function is discontinuous from step to step, the optimization algorithm has to be restarted with updated determination criteria. In practical applications it seems more reliable to adjust the penalty factor once and keep these values for the next runs. Using finite penalty factors includes a certain fuzziness into the solution, the constraints will not exactly be fulfilled.

If the penalty term is not added to the objective function but to the Lagrangian function, the constrained problem (11)-(13) can be solved by minimizing the **augmented Lagrangian function** Rockafellar [54]:

$$L_R = f_i(\vec{X}) + \sum_j \beta_j (h_j(\vec{X}) - d_j) + \sum_j q_j (h_j(\vec{X}) - d_j)^2 + \frac{1}{4} \sum_k \frac{1}{p_k} \cdot max(0, \alpha_k + 2 \cdot p_k (g_k(\vec{X}) - c_k) - \alpha_k^2)$$

This leads to an iterative procedure with

1. Estimation of a suitable penalty factor and estimation of the Lagrange multiplier by minimizing (18).
2. Minimization of the augmented Lagrangian function (27) in $\vec{X}$.
3. Updating the Lagrange multipliers by $\alpha_k^{k+1} = max(0, \alpha_k + 2p_k (g_k(\vec{X}) - c_k))$ and $\beta_j^{k+1} = \beta_j^k + 2q_j (h_j(\vec{X}) - d_j)$ and returning to the second step.

Although this procedure leads to well-conditioned function topologies, the convergence of the procedure is very dependent on the accuracy with which step 2 is performed as step 3 assumes $\nabla L_R = 0$ which is only true if the minimum of step 2 is found.

### 4.3 Algorithms for the minimization of scalar unconstraint objective functions

The objective weighting function, the distance function and the fuzzy set decision allow the immediate application of an algorithm for finding the minimum value of an unconstrained objective function. It is most important to find the suitable minimization method to fit the method of decision-making and the treatment of the nonlinear constraints. The special problem in optimization in electromagnetism is the time consuming evaluation of the objective function (electromagnetic field) using the finite-element method. The advantages of stochastic algorithms are the possible treatment of problems with a high number of design variables, the possibility to treat non convex, and discrete problems and the ease of use. The deterministic algorithms converge much faster (usually around 200 function evaluations) if the search is started from a carefully chosen design (we recall that in literature, e.g. Schwefel [62], Himmelblau [25] for test examples usually more than 1000 function evaluations are carried out).

Some of the algorithms frequently used for our optimization problems in the design of superconducting magnets are described below.
4.3.1 Deterministic methods

The optimization algorithm **EXTREM by Jacob** [31] consists of one-dimensional minimizations by means of Powell extrapolations [51] in a main search direction (user supplied) and an orthogonal direction evaluated by Gram-Schmidt orthogonalization. After these one-dimensional searches have been carried out (end of a search step) the main search direction is updated by a vector pointing from the initial outline to the minimum of the search step. The user has to supply an initial step-size which is taken to \((x_{i0} - x_{i1})/10\). This user-friendly algorithm is suitable for practically all applications including unconstrained scalar functions, distance functions, penalty functions, and augmented Lagrange functions. Besides the initial step size there are no user supplied parameters which could influence the convergence rate.

The **Levenberg-Marquard algorithm** was originally developed for nonlinear regression problems using least squares objective functions. It can efficiently be applied to the minimization of the distance function. Assuming the objective function in the vector notation by \(\min z(\vec{X}) = \min \vec{F}(\vec{X})^T \vec{F}(\vec{X})\) with the residuals \(f_i\) arranged in the vector \(\vec{F}(\vec{X}) = (f_1(\vec{X}), f_2(\vec{X}), \ldots, f_k(\vec{X}))\) and the Jacobi Matrix \(\vec{J}(\vec{X})\) of \(z(\vec{X})\) we get

\[
\nabla z(\vec{X}) = 2 \cdot \vec{J}(\vec{X})^T \vec{F}(\vec{X})
\]

\[
\nabla^2 z(\vec{X}) = 2 \cdot \vec{J}(\vec{X})^T \vec{J}(\vec{X}) + 2 \frac{\partial \vec{J}(\vec{X})}{\partial \vec{X}} \vec{F}(\vec{X})
\]

Using a quadratic approximation of \(z(\vec{X})\) and neglecting the term \(2 \frac{\partial \vec{J}(\vec{X})}{\partial \vec{X}} \vec{F}(\vec{X})\) stepsize and direction is given by:

\[
\Delta \vec{X} = -\frac{1}{2} \vec{J}(\vec{X})^T \vec{J}(\vec{X}) + \lambda \vec{I}^{-1} \cdot \vec{J}(\vec{X})^T \vec{F}(\vec{X})
\]

\(\lambda \vec{I}\) can be regarded as an approximation for the neglected term. With a high \(\lambda\) the algorithm starts in a Gauss-Newton direction and \(\lambda\) is decreased in the optimization procedure because the neglected term gets less and less important with smaller and smaller residuals.

The **Davidon-Fletcher-Powell algorithm** uses a quadratic approximation of the objective function where the step-size and direction is given by \(\Delta \vec{X} = -\vec{H}^{-1} \nabla f(\vec{X})\). The Hessian Matrix \(\vec{H}\) does not have to be calculated in each point but is updated iteratively beginning with the unity Matrix \(\vec{I}\). The derivatives of the objective function have to be approximated by differential quotients though which makes the convergence behavior dependent upon the function topology. In recent publications an efficient method for the calculation of the derivatives in FE solutions has been proposed by Gitosusastro et al. [21] and Park et al. [49]. The idea is as follows: The objective function can be expressed as \(f(\vec{X}, \vec{A})\) with the vector potential at the nodes of the finite element mesh. Then we get for a design variable \(x\) the total derivative

\[
\frac{df}{dx} = \frac{\partial f}{\partial x} + \frac{\partial f}{\partial A_1} \cdot \frac{\partial A_1}{\partial x} + \frac{\partial f}{\partial A_2} \cdot \frac{\partial A_2}{\partial x} + \ldots = 
\]

\[
\frac{\partial f}{\partial x} + \nabla_{\vec{A}} f \cdot \frac{\partial \vec{A}}{\partial x}
\]

\(f\) is an explicit function of \(x\) and \(\vec{A}\) and therefore the terms \(\frac{\partial f}{\partial x}\) and \(\frac{\partial f}{\partial A_i}\) are known. Differentiating the systems equation \(\{K\} \cdot \vec{A} = \vec{Q}\) yields:

\[
\{K\} \cdot \frac{\partial \vec{A}}{\partial x} + \frac{\partial \{K\}}{\partial x} \cdot \vec{A} = \frac{\partial \vec{Q}}{\partial x}
\]
As the solution for \( \tilde{A} \) is already known from the FE solution we have a linear equation system for \( \frac{\partial \tilde{A}}{\partial x} \) without another FE calculation as \( \frac{\partial (K)}{\partial x} \) and \( \frac{\partial \tilde{g}}{\partial x} \) can be computed directly from the finite element mesh.

Even if these procedures are not available in the FE package applied, the Davidon- Fletcher-Powell algorithm is very well suited to check the optimality conditions by means of a Lagrange-Multiplier estimation, minimizing eq. 14. As here the ”design variables” are the Langrange - multipliers \( \bar{\alpha}, \bar{\beta} \) the derivatives can be approximated with a high accuracy thus resulting in a good convergence behavior.

4.3.2 Stochastic methods

**Genetic algorithms** are specially suited to solve discrete problems as each trial solution is coded as a vector (chromosome) \( \tilde{X} \) with elements being described as genes. Holland [26] suggested that the chromosomes should be represented by binary strings. From two sets of chromosomes offspring are produced by the use of genetic operators such as crossover and mutation. Crossover means the interchanging of sections of the chromosomes between two parent chromosomes. The position where the chromosomes are split into two sections is chosen randomly. Mutation means that with a certain likelihood single bits in the chromosomes are flipped. The third operator is the random selection where the chances of selection is proportional to the individuals fitness (objective function value). Therefore, even the weakest individual has a chance of being selected. The principle and usage of this algorithm is explained in detail in the next chapter.

**Evolution strategies** go back to the work by Schwefel [62] Rechenberg [53] and Fogel [16]. The methods are based on the link between reproductive populations rather than genetic links. The representation of the individuals is done with floating point vectors \( \tilde{\nu} = (\tilde{X}, \tilde{\sigma}) \) where \( \tilde{\sigma} \) is a vector of standard deviations (in accordance with biological facts that smaller changes occur more often than larger ones). From a population of \( \mu \) parents (multi-membered evolution \( (\mu + 1) \) strategy) the offspring is created by adding a Gaussian random variable to each component of \( \tilde{X}_i \) with a mean zero and a standard deviation \( \sigma_i \).

\[
\tilde{X}^{n+1} = \tilde{X}^n + N(0, \tilde{\sigma})
\]  

(33)

From the offspring \( \mu \) vectors \( \tilde{X}_{i=1,...,\mu} \), that represent the lowest objective function value (for minimization) are chosen as parents of the next generation. Different to the genetic approach, least fit individuals are immediatly removed from the population. The remaining ones have all the same mating probabilities.

In the multi-membered evolution strategy we find a similarity to the crossover in genetic algorithms, here called recombination, where some elements of the design variable vector are swapped between two members of the population. An extension is the \( (\mu + \lambda) \) strategy where \( \mu \) elter produce \( \lambda \) offspring, the elter survive and compete with the offspring. If the elter are completely replaced in each generations we have the so-called \( (\mu, \lambda) \) strategy. The problem with the evolution strategy is the choice of number of parents and offspring and the adjustment of the search step size.

The **simulated annealing** Kirkpatrick et. al. [34] simulates the slow cool-down of thermodynamic systems in order to achieve its lowest energy state. Starting from a given search point \( \tilde{X} \), new design variable vectors \( \tilde{X}_i \), are created applying random moves along each coordinate direction. Let be \( \Delta f = f(\tilde{X}_i) - f(\tilde{X}) \) then the new point is accepted if \( \Delta f < 0 \) else it is accepted with a probability...
of \( p = e^{-\Delta f/T} \) with a certain temperature \( T \). For a high temperature basically all the new trails are excepted, whereas for \( T=0 \) only new points with lower function values are accepted not yielding a global optimum (comparable to a rapidly cooled material which does not show the crystalline state of lowest energy but glass-like intrusions). The problem here is the choice of the starting temperature and the cool-down process.
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