SUMMARY This paper deals with distributed procedures, caused by negation as failure through a network, where general logic programs are distributed so that they communicate with each other in terms of negation as failure inquiries and responses, but not in terms of derivations of SLD resolution. The common variables as channels in share for distributed programs are not treated, but negation as failure validated in the whole network is the object for communications of distributed programs. We can define the semantics for the distributed programs in a network. At the same time, we have distributed proof procedures for distributed programs, by means of negation as failure to be implemented through the network, where the soundness of the procedure is guaranteed by the defined semantics.
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1. Introduction

Negation as failure is a rule to infer a negated predicate not A if the predicate A cannot be derived from a given formal system. For the logic program containing negation as failure sign, that is, the general logic program, the proof procedures have been established by means of SLDNF resolution combined with negation as failure (NAF, for short) ([11]). We firstly review its aspects in the following item (a), where some causal theory has been developed with negation as failure in abductive logic programming ([8]). How far negation as failure can be available for causal theory in distributed programming environments may be an interesting problem, because the retrieval in distributed deductive database, for example, is likely to take a similar manner to the reasoning by negation as failure. To have approach to such a problem, we present a rule of negation as failure applicable to the network, where its outline is stated in the following item (b). In the item (c), we have some intuitive insight into a semantic issue for the presented rule.

(a) Negation as failure is built in SLDNF resolution to act on the general logic program, in which we are free from the Horn clause logic representation without negation, enjoying more expressive programs involving negative literals. It is of use for abduction to infer the case from the rule (as a program) and the result (as represented by a goal statement). Abduction is significant in the sense that it is a kind of causal theory for the explanation of the cause (that is, the case) from the effect (that is, the result) with a rule. The SLDNF resolution with some refinements is so well-established in that the relations between the procedure involving refinements of SLDNF resolution and semantics have been much studied. The semantics for the procedure is related to the 3-valued stable model ([15]), which is not necessarily the well founded model ([18]) nor the finite failure stable model ([6]), so that the procedure is apart from the 2-valued stable model ([5]). The general semantics by argumentation theory ([2], [3]) as well as an abstract procedure is given in [9]. A more concrete, complete procedure for the 3-valued stable model is investigated in [14] and fully presented in [20], as well.

(b) We now care the environments constructed by a network of general logic program. There have been some studies on distributed logic programs, as in [13], [16]. This paper does not intend to present any strategy to cope with the difficulties in concurrent and/or distributed logic programming. The paper facilitates distributed proof procedures without common resolution deductions, while it focuses on negation as failure. The common variables of distributed, different logic programs are out of treatments in this paper. The negation as failure is generalized to be implemented through the given network of general logic programs. Because the safe rule for negation as failure (for the safe rule, see [11], [17]) can be kept even in the network of general logic programs, we may make use of negated predicates. This is the case that the programs with negations are distributed and are not to be copied from others. In such a case, we deal with negation as failure through the network, which is inferred by all the finite failures of all distributed programs. In this paper, distributed proof procedures are implemented by means of proof procedures for distributed programs, as suggested in [22]:

(1) The proof procedure for each program contains the succeeding derivation evoked by SLD resolution, and negation as failure. Except the negation as failure in terms of failing derivations, the succeeding derivation is the same as in a proof procedure ([3], [4]) for a single general logic program.

(2) The failing derivation for each program inquires the failure to all the programs through the network. In case that all the failing derivations respond to this inquiry, the negation as failure is supported for the inquiring procedure. Except this requirement for negation as failure through the network, the failing derivation works as in a proof procedure ([3]) for a single general logic program.

(3) Each general logic program responds to the inquiry...
for the failure from other programs.

(c) As far as negation as failure through a network is adopted, each general logic program of the network is regarded as necessary means to detect failure. The more programs there are in a network, the more difficult failure is detected. On the other hand, the more programs there are, the more negated predicates are acquired. To denote the intended, distributed proof procedures, we will have semantics by means of alternating operators to capture the negation as failure through the network. Note that the alternating fix-point semantics in general regarded as the 3-valued stable model but often stands for the well-founded model (the least 3-valued stable model) of general logic programs [15], [18], [19], [23]. Extended for a network of general logic programs, a fixpoint semantics can be defined such that the constructed, distributed proof procedures are guaranteed to be sound with respect to the defined semantics.

The paper is organized as follows. In Sect. 2, notations in logic programming and for distributed general logic programs are illustrated. In Sect. 3, for a network of general logic programs, we construct distributed abductive proof procedures by means of negation as failure through a network. In Sect. 4, semantics of a distributed general logic program is defined by means of alternating operators. In Sect. 5, the soundness of distributed proof procedures is shown with respect to the defined semantics. Section 6 gives concluding remarks.

2. Notations for Distributed General Logic Programs

On the basis of [9], [11], [17], [20], notations in logic programming are reviewed, and a negation as failure through a network is illustrated.

A general logic program is a set of clauses of the form \( A_0 \leftarrow A_1, \ldots, A_m, \text{not } A_{m+1}, \ldots, \text{not } A_n (0 \leq m \leq n) \), where \( A_0, A_1, \ldots, A_m \) are atoms (positive literals) and \( \text{not } A_{m+1}, \ldots, \text{not } A_n \) are negations of atoms (negative literals). \( A_0 \) is the head of the clause and \( A_1 \ldots A_m, \text{not } A_{m+1}, \ldots, \text{not } A_n \) is its body. A literal is a positive literal or a negative literal. The clause is also expressed as \( A_0 \leftarrow L_1, \ldots, L_m \), where \( L_1, \ldots, L_m \) are literals. The clause containing no “not” is a definite clause. The program containing only definite clauses is a definite program.

The goal is an expression of the form \( \perp \leftarrow L_1, \ldots, L_m \), where \( L_1, \ldots, L_m \) are literals. The goal containing only negative literals is said to be a negative goal. The empty clause containing no head nor body is denoted by \( \Box \), where the empty clause is regarded as a negative goal.

The empty substitution is denoted by \( \varepsilon \). That is, \( \varepsilon(x) = x \) for any \( x \in \text{Var} \). An application of a substitution \( \theta \) to an expression \( E \) (say, a literal, a term, a rule or a goal), \( E\theta \), denotes the expression obtained by substituting all the variables in \( E \) for terms according to \( \theta \). \( E\theta \) is said to be an instance of \( E \). If \( E\theta \) contains no variables, \( E\theta \) is called a ground instance. A ground atom, clause, goal or program is a ground instance of an atom, a clause, a goal, or a program, respectively.

The composition of substitutions \( \theta \) and \( \varphi \) is denoted by \( \theta\varphi \).

For the substitution as a most general unifier of more than 2 expressions, see [11]. A most general unifier is applied to SLD resolution (with negation as failure). For SLD resolution with negation as failure (SLDNF resolution, for short), see [11].

\[
\leftarrow A_1\theta, \ldots, A_{m-1}\theta, L_1\theta, \ldots, L_4\theta, A_{i+1}\theta, \ldots, A_m\theta, \text{not } A_{m+1}\theta, \ldots, \text{not } A_n\theta \quad \text{is derived by SLD resolution from}
\]

\[
\leftarrow A_1, \ldots, A_m, \text{not } A_{m+1}, \ldots, \text{not } A_n \quad \text{and}
\]

\( L_1, \ldots, L_k \) such that \( \theta \) is a most general unifier of \( A_i (1 \leq i \leq m) \) and \( A \). The derived goal is referred to as a resolvent in later sections.

In SLDNF resolution, we make use of negation as failure rules:

\[
\leftarrow \text{not } A \text{ succeeds if } A \text{ fails, and}
\]

\[
\leftarrow \text{not } A \text{ fails if } A \text{ succeeds}
\]

for a ground atom \( A \). For an abductive proof procedure based on SLDNF resolution, we have a refined negation as failure, originally presented in [4]:

\[
\leftarrow \text{not } A \text{ succeeds if } A \text{ fails by keeping } A \text{ stored to regard not } A \text{ as inferred, and}
\]

\[
\leftarrow \text{not } A \text{ fails if } A \text{ succeeds for a ground atom } A.
\]

By the refined negation as failure, at the same time when \( A \) fails so that \( \text{not } A \) succeeds, \( \text{not } A \) is interpreted as inferred like abduction. We call the corresponding atom \( A \) to be abducible. By Abd, we stand for the set of abducible atoms, in later sections. Extending the notion of a distributed logic program as in [16], we have a distributed general logic program. In Sect. 3, we give detailed descriptions of procedures for a distributed general logic program.

Definition 2.1: A distributed general logic program (DGLP, for short) is a tuple \( \langle P_1, \ldots, P_n \rangle (n \geq 1) \), where \( P_i \) is the general logic program.

3. Distributed Proof Procedures

In this section we have proof procedures for DGLPs. We first have an intuitive insight into the descriptions of the procedures. DGLP is supposed to have a network, through which each general logic program (regarded as distributed at a site) can communicate with each other. We now take the case that we decide whether \( A \) fails by keeping \( A \) stored to regard \( \text{not } A \) as inferred, through the network of a distributed general logic program. In this situation, we suppose that the goal \( \leftarrow A \) is inquired to each general logic program. If any trial for each program fails, we infer \( \leftarrow \text{not } A \) to succeed. We now see that negation as failure is more rigid in the case of the network of a distributed general logic pro-
gram, than in the usually established case, as illustrated in what follows.

**Example 3.1:** Assume a DGLP $P1 = \langle P_1, P_2 \rangle$:

$P_1 = \{ p \leftarrow \neg q \},$

$P_2 = \{ q \leftarrow \},$

where $p$ and $q$ are atoms (in propositional logic). When we have only a general logic program $P_1$, the goal $\leftarrow p$ succeeds, because $\leftarrow q$ fails. On the other hand, for the DGLP $P1$, $\leftarrow q$ cannot fail, because of $P_2$, for which $\leftarrow q$ succeeds. Hence $\leftarrow p$ cannot succeed for the DGLP. Neither $\leftarrow p$ fails for $P_1$. Because $\leftarrow not q$ does not fail for $P_1$: Even if $\leftarrow q$ succeeds for $P_2$, but $\leftarrow q$ does not for $P_1$.

**Example 3.2:** Assume a DGLP $P2 = \langle P_1, P_2 \rangle$:

$P_1 = \{ p \leftarrow \neg q \},$

$P_2 = \{ q \leftarrow r \},$

where $p$, $q$, and $r$ are atoms (in propositional logic). Because $\leftarrow q$ fails for both $P_1$ and $P_2$, we can have a succeeding derivation for $\leftarrow p$ in $P_1$, which requires the failing derivation for $\leftarrow q$ in both $P_1$ and $P_2$.

Therefore we take a negation as failure through a network as follows.

$\leftarrow not A$ succeeds if $\leftarrow A$ fails for each general logic program by keeping $A$ stored to regard not $A$ as inferred, and $\leftarrow not A$ fails if $\leftarrow A$ succeeds.

3.1 Proof Procedure for General Logic Programs

For a single general logic program, a proof procedure is organized by two derivations, though there are varieties in details ([2]-[4], [9]), where infinite derivations are constructed in [21]. Assume that $Abd$ stands for the set of abducibles, where the set of abducibles is the set of atoms, in this paper, for acquiring or abducting their negated literals by negation as failure.

**Definition 3.3:** Assume a (general logic) program $Q$, a succeeding derivation from $(g_1, \delta_1)$ to $(g_m, \delta_m)$ is a sequence

$(g_1, \delta_1), (g_2, \delta_2), \ldots, (g_m, \delta_m)$ $(m > 0)$

such that, for each $i$ $(1 \leq i \leq m)$, the goal $g_i$ has the form $\leftarrow I, I'$, and $\delta_i \subseteq Abd$, where (without loss of generality) some selection rule $R$ selects $I$ (a literal), and $I'$ is a (possibly empty) collection of literals.

(suc1) If $I$ is an atom $q$, then

$g_{i+1} = C$ and $\delta_{i+1} = \delta_i$, where $C$ is a resolvent of some clause for the program $Q$ by SLD resolution with the clause $g_i$ on its selected literal $I$.

(suc2) If $I$ is not $q$ (where $q$ is an atom) and $q \in \delta_i$, then

$g_{i+1} = \leftarrow I'$ and $\delta_{i+1} = \delta_i$.

(suc3) If $I$ is not $q$ (where $q$ is an atom), $q \in Abd \setminus \delta_i$, and there is a failing derivation from $(\leftarrow q, \delta_i \cup \{ q \})$ to $(\emptyset, \delta')$ for $Q$, then

$g_{i+1} = \leftarrow I'$ and $\delta_{i+1} = \delta'$.

A refutation is a succeeding derivation to $(\square, \delta)$ for some $\delta \subseteq Abd$.

**Definition 3.4:** Assume a general logic program $Q$, a failing derivation from $(f_1, \delta_1)$ to $(f_m, \delta_m)$ $(m > 0)$ such that, for each $i$ $(1 \leq i \leq m)$, the goal set $f_i$ has the form $\leftarrow K, K'$ and $\delta_i \subseteq Abd$, where (without loss of generality) the clause $\leftarrow K, K'$ has been selected (to continue the search), some selection rule $R$ selects $K$ (a literal), and $f'_i$ is a set of goals. The goal set $f_i$ is not empty for $1 \leq i < m$, where $f_m = \emptyset$.

(fail1) If $K$ is an atom $q$, then

$f_{i+1} = C' \cup f'_i$ and $\delta_{i+1} = \delta_i$, where $C'$ is the set of all resolvents of clauses for $Q$ by SLD resolution with the selected clause on its selected literal, and $\square \notin C'$.

(fail2) If $K$ is not $q$ (where $q$ is an atom), $q \in \delta_i$ and $K'$ is not empty, then

$f_{i+1} = \leftarrow K'$ and $\delta_{i+1} = \delta_i$.

(fail3) If $K$ is not $q$ (where $q$ is an atom), $q \in Abd \setminus \delta_i$, and there is a succeeding derivation from $(\leftarrow q, \delta_i)$ to $(\square, \delta')$ for some $\delta' \subseteq Abd$, then

$f_{i+1} = f'_i$ and $\delta_{i+1} = \delta'$.

3.2 Distributed Proof Procedures

We give a formal definition of proof procedures for a DGLP, where the set of abducibles should be stored every time the failing derivations required. A proof procedure for each general logic program with negation as failure through the network is constructed recursively.

We need 6 stages for a given DGLP, to define distributed proof procedures. For the formulation, we add one more stage for negation as failure through the network. We organize the procedures as follow.

**Definition 3.5 (A succeeding derivation):** Assume a DGLP $P = \langle P_1, \ldots, P_n \rangle$, a succeeding derivation from $(G_1, \Delta_1)$ to $(G_m, \Delta_m)$ for $P_j$ $(1 \leq j \leq n)$ is a sequence

$(G_1, \Delta_1), (G_2, \Delta_2), \ldots, (G_m, \Delta_m)$ $(m > 0)$

such that, for each $i$ $(1 \leq i \leq m)$, $G_i$ has the form $\leftarrow I, I'$, and $\Delta_i \subseteq Abd$, where (without loss of generality) some selection rule $R$ selects $I$, and $I'$ is a (possibly empty) collection of literals.
(suc1) If I is an atom q, then

\[ G_{i+1} = C \text{ and } A_{i+1} = A_i, \]

where C is a resolvent of some clause in \( P_j \) by SLD resolution with the clause \( G_i \) on its selected literal I;

(suc2) If I is not q (where q is an atom) and \( q \in A_i \), then

\[ G_{i+1} = \text{I'} \text{ and } A_{i+1} = A_i. \]

(suc3) If I is not q (where q is an atom), \( q \in \text{Abd} \setminus A_i \), and there is a network failing derivation from \( \{\leftarrow q, A_i \cup \{q\}\} \) to \( \{\emptyset, A'\} \) for the DGLP \( P \), then

\[ G_{i+1} = \text{I'} \text{ and } A_{i+1} = A'. \]

A refutation is a succeeding derivation to \( \{\emptyset, A\} \) for some \( A \subseteq \text{Abd}. \)

**Definition 3.6** (A failing derivation): Assume a DGLP \( P = (P_1, \ldots, P_n) \), a failing derivation from \( (F_1, A_1) \) to \( (F_m, A_m) \) for \( P_j \) (1 \( \leq j \leq n \)) is a sequence

\[ (F_1, A_1), (F_2, A_2), \ldots, (F_m, A_m) \quad (m > 0) \]

such that, for each \( i \) (1 \( \leq i \leq m \)), \( F_i \) has the form \( \{\leftarrow K, K'\} \cup F_i' \) and \( A_i \subseteq \text{Abd} \), where (without loss of generality) the clause \( \leftarrow K, K' \) has been selected (to continue the search), some selection rule \( R \) selects \( K \), and \( F_i' \) is a set of goals. \( F_i \) is not empty for 1 \( \leq i \leq m \), where \( F_m \) is empty.

(fail1) If \( K \) is an atom q, then

\[ F_{i+1} = C' \cup F_i' \text{ and } A_{i+1} = A_i, \]

where \( C' \) is the set of all resolvents of clauses in \( P_j \) by SLD resolution with the selected clause on its selected literal, and \( \emptyset \notin C' \);

(fail2) If \( K \) is not q (where q is an atom), and \( q \notin A_i \) and \( K' \) is not empty, then

\[ F_{i+1} = \{\leftarrow K'\} \cup F_i' \text{ and } A_{i+1} = A_i. \]

(fail3) If \( K \) is not q (where q is an atom), \( q \notin A_i \) and \( A_i \) has a succeeding derivation from \( \{\leftarrow q, A_i\} \) to \( \{\emptyset, A'\} \) for some \( A' \subseteq \text{Abd} \) in \( P_j \), then

\[ F_{i+1} = F_i' \text{ and } A_{i+1} = A'. \]

For a DGLP, we extend the failing derivation to a version based on negation as failure through a network of the DGLP. That is, we have:

**Definition 3.7** (A network failing derivation): Assume a DGLP \( P = (P_1, \ldots, P_n) \). If there is a failing derivation from \( \{\leftarrow q, A_i \cup \{q\}\} \) to \( \{\emptyset, A'\} \) for some \( A' \subseteq \text{Abd} \) by each \( P_j \) (1 \( \leq j \leq n \)) of the DLP \( P \), then we say that there is a network failing derivation from \( \{\leftarrow q, A_i\} \) to \( \{\emptyset, A'\} \) for the DGLP \( P \), where

\[ A' = \bigcup_{1 \leq j \leq n} A_j'. \]

**Example 3.8:** As an illustration, assume a DGLP \( P_2 = (P_1, P_2) \) as in Example 3.2. First, we see that there is a failing derivation from \( \{\leftarrow r, q\} \) to \( \{\emptyset, q\} \) for \( P_1 \), because the rule (fail1) is applicable such that there is no clause derived by SLD resolution.

It follows that there is a failing derivation from \( \{\rightarrow q, q\} \) to \( \{\emptyset, q\} \) for \( P_1 \). And the above also holds for \( P_2 \). Therefore, by means of the rule (nfail), we have a network failing derivation from \( \{\rightarrow q, q\} \) to \( \{\emptyset, q\} \) for \( P_2 \).

By the rule (suc3), we have a succeeding derivation from \( \{\rightarrow \neg q, \emptyset\} \) to \( \{\emptyset, q\} \) for \( P_1 \).

Finally, we have a succeeding derivation from \( \{\rightarrow p, \emptyset\} \) to \( \{\emptyset, q\} \) for \( P_1 \).

4. Semantics of Distributed General Logic Programs

We generalize the alternating fixpoint semantics for a single general logic program to some fixpoint semantics of a DGLP. The semantics must be guaranteed with respect to which the constructed proof procedures are sound. Note that only failing derivations are examined through the network of a DGLP, but succeeding derivations are out of the network unless containing failing derivations. In relation to this restriction of the procedures, a semantics will be defined.

4.1 Alternating Fixpoint Semantics, Reviewed

Assume a general logic program \( Q \), where its Herbrand base (that is, the set of ground atoms constructed by using function and predicate symbols occurring in \( Q \)) is denoted by \( B_Q \). Let

\[ Q_{gr} = \{A_0 \leftarrow L_1, \ldots, L_n\} \quad \text{such that} \]

\[ A_0 \leftarrow L_1, \ldots, L_n \in Q \]

be a ground general logic program which contains all the ground clauses obtained from clauses of \( Q \).

As in [19], [21], [23], we can organize some operators to define the alternating fixpoint semantics.

**Definition 4.1:** Let \( K \subseteq B_Q \) for a general logic program \( Q \). We define the set

\[ Q[K] = \begin{cases} \{a \leftarrow a_1, \ldots, a_m, \bar{a}_{m+1}, \ldots, \bar{a}_n\} & a \leftarrow a_1, \ldots, a_m, \neg a_{m+1}, \ldots, \neg a_n \in Q_{gr} \cup \{\bar{b} \leftarrow b \in K\}. \end{cases} \]

A mapping \( S_Q : 2^{B_Q} \rightarrow 2^{B_Q} \) is defined to be

\[ S_Q(K) = U_Q[K] \uparrow \omega \cap B_Q, \]

where \( U_R \uparrow \omega = \bigcup_{i \in \omega} U_R \uparrow i \) (\( \omega \): the set of natural numbers as a transfinite ordinal number) is a set for a definite program \( R \), defined by

\[ U_R \uparrow i = \begin{cases} \emptyset & (i = 0), \quad U_R(U_R \uparrow (i - 1)) & (i > 0) \end{cases} \]
in terms of the set
\[ U_B(J) = \{ a | \exists (a \leftarrow a_1, \ldots, a_n) \in R_{g'} : [a_1, \ldots, a_n] \in J \} \]
for \( J \subseteq B_R \).

**Definition 4.2:** Let \( Q \) be a general logic program. Then we define a mapping \( \Theta_Q : 2^B \rightarrow 2^B \) to be \( \Theta_Q(K) = S_Q(S_Q(K)) \), where the over-line stands for the complement set with respect to the Herbrand base \( B_Q \).

Note that \( S_Q(K) = A_Q(K) \) for \( A_Q \) in [18], being monotonic with respect to \( \subseteq \), so that there is a fixpoint of \( \Theta_Q \).

We call \( \Theta_Q \) to be an alternating operator. Also there is a least fixpoint of \( \Theta_Q \), which is denoted by \( lfp(\Theta_Q) \). It is essentially concerned with the well-founded model. As in [23], the following semantics is a 3-valued stable model which is not necessarily the same as the well-founded model.

**Definition 4.3:** For a general logic program \( Q \), the pair \( (S_Q(K), K) \) is a semantics of \( Q \), if \( \Theta_Q(K) = K \) such that \( S_Q(K) \cap K = \emptyset \).

Note that \( S_Q(K) \) denotes a true set, while \( K \) denotes a false set. As well, note that the semantics \( (S_Q(K), K) \) of the general logic program \( Q \) is the well-founded model if \( K \) is the least fixpoint of \( \Theta_Q \).

4.2 Fixpoint Semantics for DGLP

Assume a DGLP \( P = \langle P_1, \ldots, P_n \rangle \). Let \( B_P = \cup_{1 \leq k \leq n} B_{P_k} \), where \( B_{P_k} \) is regarded as the Herbrand base of \( P \). Intuitively speaking, we need an extension
\[ (S_{P_1}(F_1), F_1), \ldots, (S_{P_n}(F_n), F_n) \]
such that \( S_{P_k}(F_k) \cap F_k = \emptyset (1 \leq k \leq n) \), and \( (F_1, \ldots, F_n) \) is a fixpoint of some operator.

For just a general logic program \( Q \), \( \Theta_Q(F) \) reflects the possible set of negations as failure for a false set. As long as we are concerned with negation as failure through the network of a DGLP \( P \), we care the set \( \cap_{1 \leq k \leq n} \Theta_{P_k}(F_k) (\cap_{k} \Theta_{P_k}(F_k), \text{for short}) \) for each \( F_k \), where the complement operation is taken with respect to the Herbrand base of the DLP \( P \). It is regarded as a false, common set constructed on the basis of a false set \( F_k \). As we have a transformation of the set \( F \) caused by \( \Theta_Q \), we associate the replacement of \( F_i \) by \( \cap_k \Theta_{P_k}(F_k) \) with a transformation whose fixpoint is available for a semantic construction. For simplicity, let \( \Theta_{P_k} \) be \( \Psi_k \).

We now define a mapping \( \Psi_P : 2^{B_P} \rightarrow 2^{B_P} \) by
\[ \Psi_P(F_1, \ldots, F_n) = (\cap_k \Psi_k(F_1), \ldots, \cap_k \Psi_k(F_n)). \]

As is easily seen, \( \Psi_P \) is monotonic with respect to the componentwise subset inclusion, so that there is its fixpoint. Hence we adopt the definition:

**Definition 4.4:** Assume a DGLP \( P = \langle P_1, \ldots, P_n \rangle \). If \( (F_1, \ldots, F_n) \) is a fixpoint of \( \Psi_P \) such that \( S_{P_k}(F_k) \cap F_k = \emptyset (1 \leq k \leq n) \), we say that \( (S_{P_1}(F_1), F_1), \ldots, (S_{P_n}(F_n), F_n) \) is a (fixpoint) semantics of \( P \).

In accordance with the illustrations of the proof procedures, we have examples on semantics.

**Example 4.5:** We have a DGLP \( P = \langle P_1, P_2 \rangle \) such that
\[ P_1 = \{ p \leftarrow \lnot q \}, \]
\[ P_2 = \{ q \leftarrow r \}, \]
where \( p \) and \( q \) are ground atoms (in propositional logic). Now assume
\[ (F_1, F_2) = ([q, r], [q, r]) \]
where the set pair is equivalent if equivalent component-wise. We see that:
\[ \Psi_1(F_1) \cap \Psi_2(F_1) = F_1, \text{ and } \Psi_1(F_2) \cap \Psi_2(F_2) = F_2, \]
such that \( S_{P_1}(F_1) \cap F_1 = \emptyset \cap [q, r] = \emptyset \), and \( S_{P_2}(F_2) \cap F_2 = \emptyset \cap [q, r] = \emptyset \). Therefore
\[ (S_{P_1}(F_1), (S_{P_2}(F_2), F_2)) = ([p, r]), ([q, r]) \]
is a semantics of \( P \).

5. Soundness of Distributed Proof Procedures

We have a soundness proof for the presented procedures with respect to the fixpoint semantics of a DGLP.

5.1 Derivations and Relations to Alternating Operator

Following the soundness and completeness of SLD resolution with the least fixpoint semantics (least Herbrand model) for a definite program (see it for [11]), we can have relations between the operator \( S_P \) and the derivations. The proofs can be given by the similar method for those in case of each general logic program, which are presented as in [21].

**Lemma 5.1:** Assume a DGLP \( P = \langle P_1, \ldots, P_n \rangle \), where \( B_P \) is the Herbrand base of \( P \).

1. There is a succeeding derivation from \( (\leftarrow L_1, \ldots, L_m, A_0) \) to \( (\emptyset, A) \) for \( P_i \) \((1 \leq i \leq n)\) with an applied composed substitution \( \theta \), then
\[ \forall L_k, \forall \sigma : [[(L_k \theta) \sigma = q \in B_P \Rightarrow q \in S_{P_i}(A)]] \]
\[ \land [[(L_k \theta) \sigma = \lnot q \in B_P \Rightarrow q \in A]] \]

2. There is a failing derivation from \( (\leftarrow L_1, \ldots, L_m, A_0) \) to \( (\emptyset, A) \) for \( P_i \) \((1 \leq i \leq n)\), then
\[ \forall \sigma, \exists L_k : [[L_k \sigma = q \in B_P \Rightarrow q \in \Theta_{P_i}(A)]] \]
\[ \land [[L_k \sigma = \lnot q \in B_P \Rightarrow q \in S_{P_i}(A)]] \]

We now show that the proof procedures can work consistently in the sense that if the set \( A \) of abducibles is obtained for a general logic program \( P \) through the network of a DGLP, then \( \Theta_{P_i}(A) \) and \( A \) have no common atom.

**Theorem 5.2:** Assume that a DGLP \( P = \langle P_1, \ldots, P_n \rangle \), and
there is a succeeding derivation from \((\leftarrow L_1, \ldots, L_m, \emptyset)\) to 
\((\Box, \Delta)\) for some \(P_k\) \((1 \leq k \leq n)\). For any \(i\) \((1 \leq i \leq n)\):

1. \(S_{P_k}(\Delta) \cap \Delta = \emptyset\).
2. \(\Delta \subseteq \cap \Psi(\Delta)\).

**Proof.** (1) By means of the completeness of SLD resolution for a definite program with respect to the least fixpoint semantics, the succeeding derivation is related to \(S_{P_k}(\Delta_0)\) for an adequate set \(\Delta_0\).

Assume that \(a \in S_{P_k}(\Delta) \cap \Delta\). Because \(a \in S_{P_k}(\Delta)\), there is a succeeding derivation from \((\leftarrow a, \emptyset)\) to \((\Box, \Delta')\) in \(P_k\) for some \(\Delta' \subseteq \Delta\). Then there is a succeeding derivation from \((\leftarrow a, \emptyset)\) to \((\leftarrow not r, \emptyset)\) and from \((\leftarrow not r, \emptyset)\) to \((\Box, \Delta')\) such that \(r \in \Delta' \subseteq \Delta\), or \(\Box\) is derived.

Because \(a \in \Delta\) (for \(P_k\)), there is a network failing derivation from \((\leftarrow a, A_0 \cup \{a\})\) to \((\emptyset, A_1)\) for the DGLP \(P\) such that \(A_0 \cup \{a\} \subseteq A_1 \subseteq \Delta\), and there is a failing derivation from \((\leftarrow a, \emptyset)\) to \((\emptyset, A_2)\) for \(P_i\) such that \(A_0 \cup \{a\} \subseteq A_2 \subseteq \Delta_1\). Then for some \(r\), there is a failing derivation from \((\leftarrow not r, A')\) to \((\emptyset, A_2)\) for \(A_0 \cup \{a\} \subseteq A' \subseteq A_2\) in \(P_i\) such that there is a succeeding derivation from \((\leftarrow r, A')\) to \((\Box, \Delta_3)\) for some \(\Delta_3 \subseteq \Delta_2\) or \(\Box\) is derived.

By Lemma 5.1 and monotonicity of \(S_{P_k}\), we see that if there is a succeeding derivation from \((\leftarrow r, A')\) to \((\emptyset, \Delta_3)\) for \(P_k\), then \(r \in S_{P_k}(\Delta_3) \subseteq S_{P_k}(\Delta)\). Then there are a couple of cases:

(i) \(r = a \in S_{P_k}(\Delta) \cap \Delta\).

(ii) \(r \in S_{P_k}(\Delta) \cap \Delta\), where \(r \neq a\).

In case of (i), because \(r = a \in \Delta \cup \{a\}\), \(\leftarrow not r\) is reduced to \(\Box\). This contradicts that \(a \in \Delta\). Therefore \(a \notin S_{P_k}(\Delta) \cap \Delta\).

In case of (ii), we reach the case of (i), by the repetitions of the case that \(p \in S_{P_k}(\Delta) \cap \Delta\) for some \(p\). Eventually this is a contradiction.

(2) Assume that \(a \in \Delta\). By the construction of \(\Delta\) concerning the proof procedures, we see that there is a network failing derivation from \((\leftarrow a, A_0 \cup \{a\})\) to \((\emptyset, \Delta')\) for the DGLP \(P\), and thus, there is a failing derivation from \((\leftarrow a, A_0 \cup \{a\})\) to \((\emptyset, \Delta')\) for each \(P_i\) \((1 \leq i \leq n)\) such that \(A_0 \cup \{a\} \subseteq \Delta' \subseteq \Delta_1\). By Lemma 5.1, \(a \in \Theta(P_i(A'))\).

Because of monotonicity of \(\Theta(P_i) \subseteq \Theta(P_\Delta)\). It follows that \(a \in \Theta(P_i)\). Since \(i\) is arbitrary, \(a \in \cap \Theta(P_i) = \cap \Psi(\Delta)\). Hence \(A \subseteq \cap \Psi(\Delta)\).

We now present the preservation of consistency under the operator \(\Psi\) and the inclusiveness of consistency.

**Lemma 5.3:** Assume a DGLP \(P = \langle P_1, \ldots, P_n \rangle\), where \(\Psi = \Theta(P)\) is defined for each \(i\) \((1 \leq i \leq n)\). For \(X \subseteq \Box d\), let \(\Theta \Psi(X)\) stand for a predicate to state that \(X \subseteq \Psi(X)\).

Then

1. \(\Theta \Psi(X) \Rightarrow \Theta \Psi(\cap \Psi(X))\).
2. \(\Theta \Psi\) is inclusive, that is,

\[
\forall H \subseteq \Box d \text{ (chain)}: \quad \forall Y \in H: \left( \Theta \Psi(Y) \Rightarrow \Theta \Psi(\cup H) \right).
\]
5.2 Soundness of Proof Procedures

By means of Lemma 5.3 and 5.6, we finally have the proof for the soundness of the distributed proof procedures.

Theorem 5.7: Assume a DGLP \( P = \langle P_1, \ldots, P_n \rangle \), and there is a succeeding derivation from \((\leftarrow L_1, \ldots, L_m, \emptyset)\) to \((\sqcap, \Delta)\) with an applied composed substitution \( \theta \) for some \( P_k (1 \leq k \leq n) \). Then there is a fixpoint semantics of \( P \), \((\Delta_1', \ldots, \Delta_n')\), such that

1. \( \Delta \subseteq \Delta_k' \)
2. the fixpoint \((\Delta_1', \ldots, \Delta_n')\) is consistent, and
3. \( \forall L_i, \forall \sigma : [[(L_i, \theta)\sigma = q \in B_P \Rightarrow q \in S_{P_i}(\Delta_k')] \land [(L_i, \theta)\sigma = not q \forall q \in B_P \Rightarrow q \in \Delta_k']]. \)

Proof. (1) We have a fixpoint \( \Psi_p(\emptyset, \ldots, \emptyset, \Delta, \emptyset, \ldots, \emptyset) \) for some ordinal \( \alpha \). We denote the fixpoint by \( (\Delta_1', \ldots, \Delta_n') \). By Theorem 5.2, \( \Delta \subseteq \cap \psi \Psi_p(\Delta) \). As in the usual case, \( \Delta \subseteq \Delta_k' \).

(2) By Lemma 5.6, the fixpoint must be consistent.

(3) By Lemma 5.1 and by monotonicity of \( S_{P_i} \),

\[
(L_i, \theta)\sigma = q \in S_{P_i}(\Delta) \Rightarrow q \in S_{P_i}(\Delta_k'),
\]

\[
(L_i, \theta)\sigma = not q \text{ such that } q \in \Delta \Rightarrow q \in \Delta_k'.
\]

This concludes the proof. \( \q.e.d. \)

To have a fixpoint semantics satisfying the conditions in Theorem 5.7, we can alternatively take \((\Delta, \ldots, \Delta)\) as an initial tuple of abducible sets, which \( \Psi_P \) is applied to. In this case, \((\Delta_1', \ldots, \Delta_n')\) may be acquired as a fixpoint such that \( \Delta_i' \subseteq \Delta_i' \) (1 \( \leq i \leq n \)), because \((\emptyset, \ldots, \emptyset, \Delta, \emptyset, \ldots, \emptyset) \subseteq (\Delta, \ldots, \Delta, \Delta, \ldots, \Delta)\) in the component inclusion sense of \( \subseteq \).

6. Concluding Remarks

In this paper, a network of general logic programs is captured as a distributed general logic program. This framework is different from the distributed definite program (17) but concerned with negation as failure through the network. To avoid a difficulty of common variables in different programs, we can only handle negation as failure through the network, based on the safe rule, apart from the common uses of SLD resolutions. It also differs from the view in (10) of logic programs as multi-agents. We have the sound, distributed proof procedures for a distributed general logic program, which comprise the proof procedure for each general logic program by means of negation as failure through the network. The negation as failure through the network must be implemented so that negation as failure is supported by all the programs of the network.

A fixpoint semantics of a distributed general logic program is defined, to capture negation as failure through the network and to guarantee the soundness of the distributed proof procedures. Complete abductive proof procedures are to be designed on the basis of ideas on complete procedures for a general logic program as in [9], [21].

Algebraic analyses in concurrency are applicable to distributed systems (11), (7). Functional programming may involve concurrency by means of algebraic structures (12). In distributed logic programming, nondeterminism for SLD resolution and nonmonotonicity caused by negation as failure are so characteristic that the model theory (based on the alternating operator) is considered as adequate. At the same time, to make the proof procedures clearer for the design of implementation techniques, meta-expressions for distributed procedures must be needed. As a logic programming paradigm, distributed proof procedures can be implemented, nevertheless, the implementation had better be described in some meta-language. The way of such a description is left as an interesting subject.
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