Abstract—Relay node placement in wireless sensor networks has gained importance due to its potential use in prolonging network life time, reducing data latency, and establishing connected topologies. In this paper we studied the relay node placement problem to establish multi-hop communication paths between every pair terminals (i.e., sensors) where each hop in the path is less than a common communication range. Such a problem is defined as Steiner Tree problem with minimum Steiner points and Bounded Edge-Length problem which is known to be NP-Hard. This paper presents a novel relay node placement heuristics called Incremental Optimization based on Delaunay Triangulation (IO-DT). The algorithm takes advantage of feasibility of finding optimal solution for the case of three terminals. IO-DT calculates the Delaunay triangulation (DT) of terminals and iterates over the formed triangles. In each iteration the algorithm steinerizes a triangle as part of the final topology if selecting such a triangle provides a reduction in total number of relay node required as compared to the minimum spanning tree (mst) based approach. The time complexity of IO-DT is quadratic in the number of terminals, which is superior to competing schemes. The performance of the algorithm is validated through simulation.
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I. INTRODUCTION

Recent years have witnessed growing interest in the applications of wireless sensor networks (WSN) [1]. Some of these applications serve in inhospitable environments and makes random node placement the only option for network deployment [2]. On the other hand, many applications of WSNs serve in controlled setups in which deterministic positioning of node is feasible and desirable [3]. Examples of these applications include security surveillance, habitat monitoring, safety assessment of factory floor, hazard detection in urban area, etc. The controlled nature of the application allows pre-planning and careful selection of where to place nodes and how they may communicate. Usually area or landmark coverage is the main criterion for determining where sensor nodes should be. For the inter-sensor connectivity, relay nodes (RNs) are deployed to ensure that data can be shared among the sensors, and between them and the network access points.

Relay nodes may also be used to restore connectivity in a WSN after the failure of multiple nodes that leaves the network partitioned into multiple disjoint segments. Another scenario is when multiple standalone WSNs are to be federated in order to combine their services and implement new tasks for certain emerging events. Determining the number and the position of RNs in all application scenarios is usually subject to optimization. The application designer often likes to employ the least RN count for achieving the desired connectivity goal. In addition, the positioning of these RNs should establish, possibly a multi-hop path between the terminals, e.g., sensors or WSN segments, subject to communication range constraints. This problem is equivalent to the Steiner Minimum Tree with Minimal Steiner Points and Bounded Edge-Length (SMT-MSPBEL), which is shown to be NP-Hard by Lin and Xue [6].

A number of heuristics have been proposed in the literature for solving the SMT-MSPBEL problem. Some of these approaches focuses on reducing the number of RNs and form a minimum spanning tree (mst), where the node degree of the individual RNs is two [4][5][6]. On the other hand, the focus of other work has been on the degree of connectivity of the formed WSN topology and less emphasis on the RN count [8][9]. In this paper, we present a novel algorithm that minimizes the required RN count for establishing connectivity. The proposed Incremental Optimization based on Delaunay Triangulation (IO-DT) optimally solves the SMT-MSPBEL problem for the case of three terminals and tries to find the minimal RN count for larger networks incrementally using subsets of three terminals. Basically, IO-DT calculates the Delaunay triangulation (DT) of terminals and iterates over the formed triangles. In each iteration the algorithm steinerizes a triangle as part of the final topology if selecting such a triangle provides a reduction in the total number of required relays as compared to an mst -based solution. IO-DT is validated through simulation is shown to outperform contemporary heuristics in the literature.

This paper is organized as follows. The next section discusses related work. Section III formally defines the problem and introduces some notations. Section IV describes the IO-DT approach in detail. In section V presents the simulation results. Finally section VI concludes the paper.

II. RELATED WORK

In addition to form connected topologies, relay node placement in WSNs has been pursued to improve the performance of WSNs, e.g., prolong network lifetime. A survey can be found in [3]. Given the scope of the contribution, we focus on work that targets network connectivity. Most of the published studies in this category opt to place minimum number of RNs in such a way that there exists a path between every pair of terminals and
each hop in the path is less than or equal to the transmission range of the nodes. As we mentioned, this problem is shown to be NP-Hard by Lin and Xue [6]. They presented a polynomial time approximation algorithm that deploys RNs along the \( \text{mst} \) edges of terminals. The algorithm first constructs the complete graph of terminals and calculates \( \text{mst} \) of the using Kruskal’s algorithm. RNs are populated along the tree edges at a distance at most \( R \) apart, where \( R \) is the communication range of a RN. In [7], Chen et al. proved that the approximation ratio of the algorithm Lin and Xue [6] is equal to 4.

In [4], Cheng et al., employ a three-step heuristic to form Steiner Minimum Tree with minimum Steiner Points. In the first step it connects the nodes where the distance between the nodes is less than or equal to \( R \). In the second step, it forms 3-stars as follows; for each subset of three nodes \([u, v, w]\), if there exists a point \( s \) such that \( s \) is at most \( R \) units away from \( u, v, \) and \( w \). In the last step the algorithm populates RNs along \( \text{mst} \) edges connecting two different connected components. In [5], Lloyd et al. studied the same problem assuming that relays and sensors have different transmission ranges. In this paper, we focus on the same problem studied in [4][6][7]. Unlike these published work, the proposed IO-DT algorithm finds a subset of triangles and forms triangular Steiner trees by connecting the vertices of the triangles at a point inside the triangle which will be called as Discrete Fermat Point. IO-DT algorithm significantly performs better than the algorithms presented in [4][6][7], as will be confirmed by the simulation experiments. In [10], we have studied the problem in the context of federating disjoint network segments and presented an algorithm called FeSTA. The algorithm iterates over all possible triangles and greedily selects triangles to apply Discrete Fermat Point optimization. IO-DT has significantly less time complexity than FeSTA (i.e., \( O(n^2) \) vs. \( O(n^3) \)) by considering only Delaunay triangles rather than all possible triangles.

The focus of [8] and [9] is also on a variant of the SMT-MSPBEL problem where additional metric is to be optimized. In [8], Lee and Younis strive to connect the terminals inward so that the inter-terminal topology has a high node degree. They proposed an algorithm called CORP that models the deployment area as an equal-sized grid cells. CORP has two phases. In the first phase, the algorithm iteratively identifies border terminals and identifies the best cell to deploy an RN. The cells connecting multiple terminals are called junction cells. In the second phase, after all terminals are connected, the algorithm prunes redundant RNs. In [9] a bio-inspired heuristic called SpiderWeb has been proposed to form topologies that not only exhibit stronger connectivity but also achieve better sensor coverage and enable balanced distribution of traffic load on the deployed relays. Unlike these algorithms, is reducing the number of RNs is the main objective for IO-DT.

III. FUNDAMENTAL DEFINITIONS

The problem that we study can be formally defined as follows: “Given \( n \) disjoint terminals, determine the least number and position of relay nodes required for establishing inter-terminal connectivity.” Optimal solution to this problem can be achieved by forming Steiner Minimum Tree with Steiner Points and Bounded Edge Length (SMT-MSPBEL). SMT-MSPBEL finds the minimum cost sub-tree that spans all terminals with upper-bounded edge lengths. Since the SMT-MSPBEL problem is NP-Hard, we pursue heuristics. The following are important definitions that cover the basis of the IO-DT algorithm.

**Definition 1:** The minimum number of SPs required for forming SMT-MSPBEL for two terminals \( u \) and \( v \) is called the \( \text{sp-weight} \) of the edge \( (u, v) \) and is denoted by \( W_{\text{sp}}(u, v) = \left\lceil \frac{d(u, v)}{R} \right\rceil - 1 \), where \( d(u, v) \) is the Euclidean distance between \( u \) and \( v \), and \( R \) is the maximum edge length which is in essence the transmission range of the nodes.

**Definition 2:** Let \( T_i \) be a triangle with vertices \((u, v, w)\). The Fermat Point \((FP) f_i \) (also called Torricelli Point) for \( T_i \) is the point that minimizes the sum of Euclidean distances from the vertices of \( T_i \) to \( f_i \), i.e., minimize \( d(u, f_i) + d(v, f_i) + d(w, f_i) \).

**Definition 3:** Let \( T_i \) be the triangle \((u, v, w)\) and \( p \) be a point inside \( T_i \). The number of relays required for connecting the vertices of \( T_i \) at an arbitrary point \( x \) is called the \( \text{fp-weight} \) of \( T_i \) at \( x \) and denoted as:
\[
W_{\text{fp}}(T_i, x) = W_{\text{sp}}(u, x) + W_{\text{sp}}(v, x) + W_{\text{sp}}(w, x) + 1 = \left\lceil \frac{d(u, x)}{R} \right\rceil + \left\lceil \frac{d(v, x)}{R} \right\rceil + \left\lceil \frac{d(w, x)}{R} \right\rceil + 1
\]
\[
= \left\lceil \frac{d(u, x)}{R} \right\rceil + \left\lceil \frac{d(v, x)}{R} \right\rceil + \left\lceil \frac{d(w, x)}{R} \right\rceil - 2
\]

The point \( q_i \) that minimizes the \( \text{fp-weight} \) of triangle \( T_i \) is called Discrete Fermat Point \((DFP) \) and the weight at DFP is called the \( \text{dfp-weight} \) of the triangles and denoted as \( W_{\text{dfp}}(T_i, q_i) \), or simply \( W_{\text{dfp}}(T_i) \). If we remove the ceiling brackets and multiply by \( R \), the minimization becomes linear in the distance and the point \( q_i \) would be the Fermat Point [14]. The DFP is the discretized version of Fermat Point, which is the basis for the name.

**Definition 4:** Let \( T_i \) be a triangle with vertices \((u, v, w)\). Given a minimum spanning tree \( G_{\text{mst}} \) that includes \( u, v, \) and \( w, \) assume that \( Y_1 \) and \( Y_2 \) are two paths in \( G_{\text{mst}} \) from \( u \) to \( v \) and from \( u \) to \( w \), respectively, i.e., \( Y_1 \not\subseteq Y_2 \) and \( Y_2 \not\subseteq Y_1 \). Let \( e_1 \) and \( e_2 \) be the edges having maximum \( \text{sp-weight} \) in \( Y_1 \) and \( Y_2 \), respectively. Also let \( e_3 \) and \( e_4 \) be the edges having the maximum \( \text{sp-weight} \) in \( Y_1 \) and \( Y_2 \) respectively. The \( \text{mst-weight} \) of \( T_i \) is denoted and computed as follows:
\[
W_{\text{mst}}(T_i) = \begin{cases} W_{\text{sp}}(e_1) + W_{\text{sp}}(e_2) & \text{if } e_1 \neq e_2 \\ W_{\text{sp}}(e_1) + \max\{W_{\text{sp}}(e_3), W_{\text{sp}}(e_4)\} & \text{otherwise} \end{cases}
\]

The two \( \text{mst} \) edges \( e_1 \) and \( e_2 \) (or \( e_1 \) and the longest of \( e_3 \) and \( e_4 \), if \( e_1 = e_2 \)) are called the associated \( \text{mst} \) edges with \( T_i \). Note that if a triangle \( T_i \) contains two \( \text{mst} \) edges \( e_1 = (u, v) \) and \( e_2 = (u, w) \), then the \( \text{mst-weight} \) of \( T_i \) will be:
\[
W_{\text{mst}}(T_i) = W_{\text{sp}}(e_1) + W_{\text{sp}}(e_2)
\]

**Definition 5:** The min-weight of a triangle \( T_i \) is the minimum of \( \text{mst-weight} \) and \( \text{dfp-weight} \) of \( T_i \):
\[
W(T_i) = \min\{W_{\text{mst}}(T_i), W_{\text{dfp}}(T_i)\}
\]
The gain of \( T_i \) is the difference between \( \text{mst} \)- and \( \text{dfp-weights} \) of \( T_i \), i.e., \( \text{Gain}(T_i) = W_{\text{mst}}(T_i) - W_{\text{dfp}}(T_i) \)
IV. ESTABLISHING INTER-TERMINAL CONNECTIVITY

In this section we present the details of our IO-DT algorithm. The intuition behind IO-DT is based on feasibility of finding an optimal solution for three terminals, which we refer to as DFP optimization in the balance of the paper.

A. DFP Optimization

Per definition 3, the DFP, $\phi_1$, of a triangle $T_1(u, v, w)$ is a point which minimizes $W_{sp}(u, \phi_1) + W_{sp}(v, \phi_1) + W_{sp}(w, \phi_1)$. In order to find a DFP, we first compute candidate points by drawing circles with incremental radii ($R, 2R, 3R, \ldots, kR$) from each corner, as illustrated in Figure 1. The intersection points of the circles are identified as candidate locations for DFP. We calculate the $fp$-weights at each candidate point and pick the point having minimum $fp$-weight as the DFP. The motivation of drawing the circles is to find candidate locations for the definition of $sp$-weight. Let the $sp$-weight of an edge $(u, \phi_1)$ be $k - 1$. Then, $W_{sp}(u, \phi_1) = \left[\frac{2d(u, \phi_1)}{\pi} - 1\right] k - 1$, and $(k - 1)R < d(u, \phi_1) \leq kR$. Hence the value of $d(u, v)$ can be at most $kR$. In other words if the $sp$-weight of the edge $(u, \phi_1)$ is $k - 1$, then $\phi_1$ cannot be located outside the circle with radius $kR$ and centered at $u$. Based on this observation we used intersection points of circles as the candidate locations of DFP. We have proven that this procedure yields optimal solution for the SMT-MSPBEL problem for the case of 3 terminals. The proof is not included in this paper due to space constraints. Figure 2 shows topologies based on steinerizing $mst$ edges and based on the DFP for a sample triangle. In this example, the $dfp$-weight is less than the $mst$-weight.

B. The IO-DT Heuristic

As discussed earlier one of the intuitive approaches for establishing inter-terminal connectivity is to form steinerized $mst$ where RNs are placed with a distance of $R$ units apart from each other along the $mst$ edges of the terminals. However, steinerizing a triangle via DFP optimization may reduce the required number of RNs to connect the vertices of a triangle, as illustrated in Figure 2. The main idea behind the IO-DT algorithm is to leverage the DFP optimization by identifying subsets of three terminals (triangles), placing RNs at the DFP of these triangles and modifying the $mst$ of terminals on-the-fly to form steinerized $mst$ on the modified tree where the required number of RNs for restoring connectivity is minimized. The key question for the algorithm is how to identify a subset of triangles which minimizes total number of relay nodes. Since there are $\binom{n}{3} = O(n^3)$ possible triangles, where $n$ is the number of terminals, the complexity of the solution increases significantly if all triangles are to be considered. Most of these triangles, however, are not needed since considering big triangles having multiple terminals inside, may require many redundant RNs. For example in Figure 3(a), the triangle $T(u, v, w)$ contains the terminal $z$. The DFP optimization of the triangle $T(u, v, w)$ yields 7 RNs one of which is redundant as shown in Figure 3(b). Therefore the algorithm should avoid those redundancies. In other words we need a triangulation such that no terminal is located inside any triangle. Delaunay Triangulation (DT) meets this requirement and thus enables us to determine the set of triangles that ought to be considered. Hereafter, we use $\Gamma_{dt}$ to denote the DT graph of terminals.

![Figure 1: The intersection points of the circles are DFP candidates.](image1)

Radius of each circle is multiple of R

![Figure 2: Illustration of DFP optimization of a triangle (a) steinerizing mst edges (b) DFP optimization.](image2)

The IO-DT algorithm looks for the best option for connecting the terminals of each triangle such that the required RN count for the entire network is minimized. It, however, tries to do so by incrementally considering groups of 3 terminals. The first step for IO-DT is to form $\sigma_{mst}$, i.e., the $mst$ of all terminals, and determine $\Gamma_{dt}$. IO-DT then considers each triangle in $\Gamma_{dt}$ to decide on whether $mst$ edges or DFP based steinerization is better. By definition 4, in order to calculate the $mst$-weight of a triangle, we need to find two $mst$ paths $Y_1$ and $Y_2$. The sum of the $sp$-weight of the two largest edges $e_1$ and $e_2$ in $Y_1$ and $Y_2$, respectively, will be the $mst$-weight of the triangle. Since the $mst$ changes dynamically, i.e., after each RN deployment at a DFP of one of the triangles, the $mst$-weight and the gain of a triangle may change depending on the previously deployed RNs. To tackle these challenges, we pursue a greedy heuristic.

Let $\phi_{art}$ be the sorted list of triangles in the $\Gamma_{at}$ in an ascending order according to the $dfp$-weight of the individual triangles. The rationale for pursing such an order is that we like to introduce edges with the smallest possible $sp$-weight to the emerging network topology, i.e., involving the least RN count, so that we can remove existing edges with large $sp$-weight in subsequent iterations. The algorithm iteratively processes the

![Figure 3: Illustration of redundant node deployment as a result of DFP optimization of a triangle having another terminal inside. (a) 7 RNs are required (b) 6 RNs are required for connecting 4 terminals.](image3)
triangles in $\Phi^{\text{dt}}$. In each iteration the \textit{mst-weight} and the gain of the selected triangle $T_i(u, v, w)$ are calculated. If $T_i$ has positive gain, the algorithm deploys an RN at the DFP of $T_i$, and updates the \textit{mst} by removing the two \textit{mst} edges that are associated with $T_i$ and adding the three edges $(u, \varphi_1), (v, \varphi_2)$ and $(w, \varphi_3)$ instead, where $\varphi_i$ is the DFP of $T_i$. The pseudo code for IO-DT algorithm is provided in Algorithm 1.

\textbf{Lemma 1:} Both the number of edges and the number of triangles in $DT(P)$ can be bounded by $O(n)$ where $n$ is the number of points in $P$ [13].

\textbf{Lemma 2:} the \textit{mst} is a sub-graph of $\Gamma_{dt}$ [11].

\textbf{Lemma 3:} The cost of finding a path between two vertices in a tree is $O(|V| + |E|)$, where $|V|$ and $|E|$ are the number vertices and edges, respectively. In \textit{mst}, since $|E| = |V| - 1$, we have $O(|V|)$ as the overall time complexity [12].

Back to the proof, in line 2 the algorithm calculates DT of terminals where the cost is $(n \log n)$ [13]. The cost of forming a \textit{mst} using Kruskal’s Algorithm is $O(|E| \log |V|)$, where $|E| = O(n)$ and $|V| = n$ (by lemma 1, and lemma 2). Thus the cost of forming the \textit{mst} is (line 3) is $O(n\log n)$. By Lemma 1, since the number of triangles in $DT(P)$ is $O(n)$, the cost of sorting the triangles in line 4 becomes $O(n \log n)$. The “for” loop (lines 5 to 24) iterates $O(n)$ times. Inside the loop, the algorithm calculates two paths $Y_1$ and $Y_2$ (line 6), and finds the two edges $e_x$ and $e_y$ having the largest \textit{sp-weights}. By Lemma 3, the cost of finding a path in a tree is $O(n)$. Thus the complexity of the for loop is $O(n^2)$. Hence the overall time complexity is $O(n^2)$. ■

\textbf{C. Illustrative Example}

Figure 4 illustrates how IO-DT algorithm works. First the algorithm calculates $\Gamma_{dt}$ of the terminals. A subset of three terminals forms a triangle. The algorithm sorts the list of triangles which appear in $\Gamma_{dt}$ according to their \textit{dfp-weights}. Table 1 shows the sorted list of triangles. Figure 4(a) shows the DT of terminals. In Figure 4(a) the solid lines represent the \textit{mst} edges and dashed lines are edges that belong only to $\Gamma_{dt}$; recall that per Lemma 2 the \textit{mst} is a sub-graph of $\Gamma_{dt}$. IO-DT is a greedy algorithm and at each iteration the algorithm picks next the triangle in the sorted list having the least \textit{dfp-weight}. In the first iteration, the algorithm picks $T(t_1, t_2, t_3)$ and calculates the two paths $Y_1$ and $Y_2$ from $t_1$ to $t_3$. For this triangle, $Y_1 = \{(t_1, t_2)\}$ and $Y_2 = \{(t_1, t_3)\}$. Thus, $W_{\text{mst}}(T(t_1, t_2, t_3)) = W_{\text{sp}}(t_1, t_2) + W_{\text{sp}}(t_2, t_3) = 2$.

Since the \textit{dfp} and \textit{mst} weights of the triangle $T(t_1, t_2, t_3)$ are equal, the algorithm skips this triangle. Similarly in the second iteration the triangle $T(t_2, t_3, t_4)$ is skipped due to the same reason. In the third iteration the triangle $T(t_2, t_3, t_4)$ is picked, where $Y_1 = \{(t_2, t_3)\}$ and $Y_2 = \{(t_2, t_4)\}$. Since the \textit{dfp-weight} of the triangle is less than the \textit{mst-weight}, the algorithm places an RN, $s_1$, at the DFP of $T(t_2, t_3, t_4)$ and updates the \textit{mst} as illustrated in Figure 4(b). In the next iteration the triangle $T(t_3, t_4, t_5, t_6)$ is considered, where $Y_1 = \{(t_3, t_4)\}$ and $Y_2 = \{(t_3, t_5), (t_5, t_6), (t_6, t_7), (t_7, t_8), (t_8, t_9), (t_9, t_{10}), (t_{10}, t_2), (t_2, s_2), (s_2, s_1)\}$. Since $e_y$ (line 2) is the edge with the largest weight in $Y_2$, where $W_{\text{mst}}(T(t_3, t_4, t_5, t_6)) = W_{\text{sp}}(t_3, t_4) + W_{\text{sp}}(e_y) = 3$ , the algorithm places an RN, $s_2$, to the DFP of $T(t_4, t_5, t_6, t_7)$ and updates the \textit{mst} by removing the edges $(t_1, t_2)$ and $(t_1, t_3)$, and adding $(t_1, s_2)$, $(t_1, s_3)$ and $(t_2, s_2)$ as illustrated in Figure 4(c). The rest of the execution of the algorithm is depicted in Table 1 and Figures 4(d) and (e). Finally the algorithm steinerizes the \textit{mst} edges to form SMT-MSPBEL in Figure 4(f).
Table 1: List of triangles in $\Gamma_{dt}$ as being considered during the execution of the IO-DT algorithm.

<table>
<thead>
<tr>
<th>Triangle $T_i$</th>
<th>$W_{dpt}(T_i)$</th>
<th>$W_{mst}(T_i)$</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_5, t_6, t_{10}$</td>
<td>2</td>
<td>2</td>
<td>skip</td>
</tr>
<tr>
<td>$t_{1}, t_{7}, t_{10}$</td>
<td>2</td>
<td>2</td>
<td>skip</td>
</tr>
<tr>
<td>$t_2, t_6, t_{12}$</td>
<td>2</td>
<td>3</td>
<td>1) Place $s_2$ to the DFP 2) Remove $(t_2, t_6)$ and $(t_6, t_{12})$ from $mst$ 3) Add $(t_2, s_1), (t_6, s_2)$ and $(t_{12}, s_1)$ to $mst$</td>
</tr>
<tr>
<td>$t_1, t_{10}, t_{12}$</td>
<td>2</td>
<td>3</td>
<td>1) Place $s_2$ to the DFP 2) Remove $(t_1, t_{10})$ and $(t_{10}, t_{12})$ from $mst$ 3) Add $(t_1, s_2), (t_{10}, s_2)$ and $(t_{12}, s_2)$ to $mst$</td>
</tr>
<tr>
<td>$t_6, t_{11}, t_{15}$</td>
<td>3</td>
<td>4</td>
<td>1) Place $s_6$ to the DFP 2) Remove $(t_6, t_{11})$ and $(t_{11}, t_{15})$ from $mst$ 3) Add $(t_6, s_3), (t_{11}, s_3)$ and $(t_{15}, s_3)$ to $mst$</td>
</tr>
<tr>
<td>$t_3, t_6, t_{13}$</td>
<td>3</td>
<td>4</td>
<td>1) Place $s_3$ to the DFP 2) Remove $(t_3, t_6)$ and $(t_6, t_{13})$ from $mst$ 3) Add $(t_3, s_2), (t_6, s_2)$ and $(t_{13}, s_2)$ to $mst$</td>
</tr>
<tr>
<td>$t_2, t_6, t_{10}$</td>
<td>3</td>
<td>2</td>
<td>skip</td>
</tr>
<tr>
<td>$t_2, t_6, t_{14}$</td>
<td>3</td>
<td>3</td>
<td>skip</td>
</tr>
<tr>
<td>$t_2, t_6, t_{14}$</td>
<td>3</td>
<td>3</td>
<td>skip</td>
</tr>
<tr>
<td>$t_4, t_6, t_{13}$</td>
<td>3</td>
<td>4</td>
<td>1) Place $s_6$ to the DFP 2) Remove $(t_4, t_{13})$ and $(t_{13}, t_6)$ from $mst$ 3) Add $(t_4, s_3), (t_6, s_3)$ and $(t_{13}, s_3)$ to $mst$</td>
</tr>
<tr>
<td>$t_2, t_6, t_{10}$</td>
<td>3</td>
<td>2</td>
<td>skip</td>
</tr>
<tr>
<td>$t_3, t_6, t_{12}$</td>
<td>4</td>
<td>1</td>
<td>skip</td>
</tr>
<tr>
<td>$t_3, t_6, t_{12}$</td>
<td>4</td>
<td>2</td>
<td>skip</td>
</tr>
<tr>
<td>$t_2, t_6, t_{15}$</td>
<td>4</td>
<td>2</td>
<td>skip</td>
</tr>
<tr>
<td>$t_6, t_{10}, t_{14}$</td>
<td>4</td>
<td>4</td>
<td>skip</td>
</tr>
<tr>
<td>$t_6, t_{10}, t_{14}$</td>
<td>4</td>
<td>3</td>
<td>skip</td>
</tr>
<tr>
<td>$t_6, t_{10}, t_{14}$</td>
<td>4</td>
<td>4</td>
<td>skip</td>
</tr>
<tr>
<td>$t_6, t_{10}, t_{14}$</td>
<td>5</td>
<td>3</td>
<td>skip</td>
</tr>
<tr>
<td>$t_6, t_{10}, t_{14}$</td>
<td>5</td>
<td>3</td>
<td>skip</td>
</tr>
</tbody>
</table>

- **Average Node Degree**: This is the average number of neighbors of each RN in the resulting topology. A higher node degree indicates stronger connectivity and helps in balancing the traffic load and reducing the data latency.
- **Expected Path Length**: This is the expected path length in terms of number of hops between two terminals. Shorter paths are desired since it reduces the data delivery delay.

### B. Performance Results

This section provides the performance results. The result for each configuration is the average of 100 different random topologies. We observed that with a 95% confidence interval, our results stayed within 6-10% of the sample mean.

Figure 5(a) shows that IO-DT and FeSTA performs significantly better than SMST and SMT-MSP 3-app. The performance gap increases as the number of terminals increases, since, the number of triangles which IO-DT and FeSTA consider, increases with the growth in terminal count. On the other hand, the performance of IO-DT is slightly better than FeSTA. The performance advantage of IO-DT over FeSTA is further illustrated in Figure 5(b). The figure shows the number of RNs gained in each algorithm with respect to SMST. Clearly the gain for IO-DT is more than for FeSTA, which indicates that IO-DT requires fewer RNs than FeSTA. The reason for such performance will be clear when we discuss Figure 6.

The average node degree comparison of the algorithms is illustrated in Figure 6. Again, IO-DT and FeSTA outperform SMST and SMT-MSP 3-app algorithms in terms of average node degree. In SMST and SMT-MSP 3-app algorithms almost all of the RNs have two neighbors since they are populated along $mst$ edges. In contrast, IO-DT and FeSTA place some of the RNs to the DFPs of the triangles, which yield a node degree of three. Thus if the algorithm finds more triangles to optimize, the average node degree gets closer to three, since more RNs will have a node degree of three. Interestingly, FeSTA yield higher average node degree than IO-DT, although IO-DT requires fewer RNs as illustrated in Figure 2(b). The results in Figure 6 indicate that, FeSTA finds more triangles to optimize than IO-DT, with a less overall gain. Therefore, it can be said that some of the triangles selected by FeSTA do not contribute in minimizing the number of RNs, as was evident in Figure 5(b). FeSTA lists all possible triangles (i.e. 3-combinations of terminals) and sorts the triangles according their weights. The weight of a triangle in FeSTA, equals the minimum of $mst$-weight and $dpt$-weight. In addition, the $mst$-weight of a triangle in FeSTA is equal to the sum of $sp$-weights of the two shortest edges. These two edges, however, may not be on the $mst$ of the terminals. In other words local $mst$ of the three terminals of a triangle may not be a subset of the global $mst$ of all terminals. Due to this fact, selecting this triangle does not minimize the total RN count, but increases average node degree. In IO-DT, this issue is avoided since at each iteration the $mst$-weight of a triangle calculated using global $mst$ of terminals.

Figure 7 compares the performance of the algorithms in terms of the expected path length. To calculate expected path length, the shortest RN-based paths between all pairs of terminals are computed using Floyd-Warshall algorithm, and the average of these path is reported. The results in Figure 7 indicate that IO-DT and FeSTA yields shorter expected path lengths than SMST and SMT-MSP 3-app. This because deploying RNs at the DFPs of triangles reduces path length within the triangle, which reduces overall expected length.

### VI. Conclusion

In this paper, we have presented IO-DT, a novel relay node (RN) placement algorithm which aims at minimizing the required number of RNs for establishing connected topologies in wireless sensor networks. The idea behind the algorithm is to take advantage of the Discrete Fermat Point (DFP) optimization by considering groups of three non-collinear terminals (i.e. triangles). IO-DT computes the Delaunay Triangulation of terminals and iteratively checks if the DFP optimization of each triangle provides reduction in total number of RNs as compared
minimum spanning tree (mst) based solution. In case of such a gain, IO-DT places a RN at the DFP of the triangle and updates the mst on-the-fly. After processing all triangles, the algorithm steinerizes the mst edges to form a connected topology. IO-DT has been shown to have $O(n^2)$ time complexity, which is significantly better than comparable approaches. The simulation results have demonstrated that IO-DT significantly outperforms contemporary heuristics in the literature, not only by employing fewer relays but also in terms of the average node degree and expected path length, which makes formed topology more robust against traffic overload and node failure. In the future we plan to extend IO-DT to establish connectivity in 3D settings.
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Figure 4. A Step-by-step illustration of how IO-DT algorithm works. Terminals and RNs are represented by hollow and solid nodes, respectively.

Figure 5: (a) Comparison of RN count under varying # of terminals (b) is the gain with respect to SMST.

Figure 6: Comparing average node degree for varying # of terminals

Figure 7: Comparing expected path length for varying # of terminals