Abstract—Time-domain channel estimation and detection techniques are presented for multicarrier signals in a fast and frequency-selective Rayleigh fading channel. As a consequence of the time-varying channel, the orthogonality between subcarriers is destroyed in conventional frequency-domain approaches, resulting in interchannel interference, which increases an irreducible error floor in proportion to the normalized Doppler frequency. An important feature of the proposed technique is the ability to exploit the time-selective channel as a provider of time diversity. This enables us to achieve performance superior to any other structure without increasing bandwidth or incorporating redundancy. In order to reduce the complexity of the estimator, we apply the theory of optimal low rank approximation to a minimum mean squared error channel estimator and present theoretical calculation of mean squared error and simulations to confirm that the estimator is robust to changes in channel characteristics.
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I. INTRODUCTION

T HE DEMAND for high rate data transmission increases rapidly. To meet this demand, some straightforward possibilities include reducing the symbol duration or using higher order modulation techniques. In the former method, the signals received through the multipath channel suffer from severe inter-symbol interference (ISI) since the delay spread becomes much larger than the symbol duration. To correctly detect the transmitted data, a complex equalizer is required. In DS-CDMA, the structure of the rake receiver becomes complicated due to the increased number of RAKE fingers for a fixed delay resolution. Generally, the complexity of a channel equalizer is proportional to the delay spread while the complexity of maximum likelihood sequence estimator (MLSE), which is known as one of the best equalization schemes in the sense of minimizing bit error rate (BER), increases exponentially with the delay spread. By using higher order modulations, faster data transmissions can be achieved at the expense of higher transmitted power. However, in DS-CDMA, it unavoidably increases the required $E_b/I_0$ for reliable data communications, which means overall capacity cannot increase.

In order to combat the multipath, the symbol duration must be significantly larger than the channel delay spread. In orthogonal frequency division multiplexing (OFDM) [1]–[4], the entire channel is divided into many narrow subchannels. Splitting the high-rate serial data stream into many low-rate parallel streams, each parallel stream modulates orthogonal subcarriers by means of the inverse fast Fourier transform (IFFT). If the bandwidth of each subcarrier is much less than the channel coherence bandwidth, a frequency flat channel model can be assumed for each subcarrier. Moreover, inserting a cyclic prefix (or guard interval) results in an inter-symbol interference (ISI) free channel assuming that the length of the guard interval is greater than the delay spread of the channel. Therefore, the effect of the multipath channel on each subcarrier can be represented by a single complex multiplier, affecting the amplitude and phase of each subcarrier. Hence, the equalizer at the receiver can be implemented by a set of complex multipliers, one for each subcarrier.

Furthermore, in multicarrier CDMA (MC-CDMA) [5], by spreading parallel data in the frequency domain using an orthogonal code such as the Walsh–Hadamard code, frequency diversity can be obtained in a frequency-selective channel without additional redundancy or increasing the bandwidth since each data bit is distributed over the entire frequency band. The MC-CDMA technique is capable not only of mitigating the ISI, but of exploiting the multipath as well. With proper detection techniques [5], [6], it is shown to suffer only slightly from inter-user interference, whereas DS-CDMA typically experiences significantly higher inter-user interference. This property enables the use of higher order modulation for higher bandwidth efficiency. The multicarrier transmission techniques are among the most promising data transmission schemes in wired and wireless communications.

Despite these advantages, however, the increased symbol duration causes two adverse effects in a time-varying channel. The change in the channel from symbol to symbol is more significant than the single carrier transmission system. This makes channel estimation a difficult task. Moreover, time variations of the channel within a multicarrier symbol lead to a loss of subchannel orthogonality, resulting in interchannel interference (ICI) and leading to an irreducible error floor in conventional receivers. In [7], the minimum mean squared error (MMSE) channel estimator has been proposed using both time- and frequency-domain correlation functions. This can effectively de-
crease the number of pilot symbols to be used for the estimation. By exploiting a separation property, the singular value decomposition greatly reduces the complexity [7], [8]. This frequency-domain approach suffers from ICI, however, since there was no attempt to cancel it. With regard to IC1, a frequency-domain equalizer is presented in [9] under the assumption that the channel impulse response varies with time in a linear fashion. Nevertheless, in rapidly time-varying channel, the assumption does not hold.

In mobile communications, the time-varying channel is a main obstacle to data detection since it destroys the orthogonality of the multicarrier signals. Surprisingly, however, we will show that the time-varying nature of the channel can be exploited as a provider of time diversity provided that a proper detection technique is adopted. The distinct aspect here from previous works is that we make full use of the time-selective channel, and channel estimation and equalization are performed in the time domain. Hence, we can improve the BER performance without generating ICI. In the following, we apply the successive detection method and demonstrate its superior performance. Theoretical calculations of the mean squared error (MSE) together with simulations show the time-domain estimator, even when using a low-rank approximation, is a robust estimator.

The paper is organized as follows. In Section II, the channel and system model for the multicarrier signals are described and an analysis of the ICI is presented. When the impulse response of the channel is ideally known, several detection techniques are addressed together with performance comparisons in Section III. The time-domain MMSE channel estimator is presented in Section IV. Finally, conclusions are drawn in Section V.

II. SYSTEM MODEL AND CONVENTIONAL DETECTION

A. System Model

In multicarrier systems, the symbol duration is increased by splitting the high-rate serial data stream into many low-rate parallel streams. As shown in Fig. 1, the same basic structure is used in both OFDM and MC-CDMA. The difference is that in OFDM an individual data symbol is carried on a single subcarrier, whereas in MC-CDMA each individual data symbol is spread across the entire set of subcarriers by means of the Walsh–Hadamard codes. For OFDM, the data vector, \( d = [d_0, d_1, \ldots, d_{P-1}]^T \), consists of individual data bits, whereas for MC-CDMA it takes the form \( d = \tilde{d}_0 c_0 + \tilde{d}_1 c_1 + \cdots + \tilde{d}_{P-1} c_{P-1} \), where the \( \tilde{d}_i \) are the data bits and the \( c_i \) are \( P \)-length Walsh–Hadamard–codes.

Throughout this paper, we focus on the OFDM structure. In order to eliminate interference between parallel data streams, each low-rate data stream modulates orthogonal subcarriers by means of the IFFT as shown in Fig. 1. A cyclic prefix is then added to eliminate the effect of the ISI. For proper digital-to-analog (D/A) conversion and lowpass filtering (LPF), we should include unused subcarriers (virtual subcarriers) which are contiguous with the occupied subcarriers. The number of data bearing subcarriers is called the number of active subcarriers. Without loss of generality, assume that the active subcarriers are those with indices 0 to \( P - 1 \). Then, in discrete time, the transmitted multicarrier signal with a number, \( P \), of active subcarriers can be written as follows:

\[
s(n) = \sqrt{\frac{E_s}{N}} \sum_{k=0}^{P-1} d_k e^{j2\pi nk/N}, \quad -L \leq n \leq N - 1
\]

(1)

where \( E_s \) is the symbol energy per subcarrier, \( N \) is the FFT size, \( L \) is the length of the guard interval, and

\[
E\{|d_k|^2\} = 1, \quad E\{|s(n)|^2\} = \frac{P}{N} E_s.
\]

By the central limit theorem, the transmitted signal \( s(n) \) can be modeled as a colored complex Gaussian process with zero mean provided \( P \) is sufficiently large.

B. Channel Model

In many radio channels, there may be more than one path from transmitter to receiver. Such multiple paths (multipath) may be due to atmospheric reflection, refraction, or reflections from buildings and other objects. The time delays and attenuation factors of the different paths are generally time-varying in mobile communications. If we assume the well-known wide sense stationary uncorrelated scattering (WSSUS) model [10], the channel is characterized by its delay power spectrum (or multipath intensity profile) and scattering function. If the signal is band-limited, then the time-varying diffuse multipath channel can be represented as a tapped delay line with time-varying coefficients and fixed tap spacing. In this tapped delay line channel model, the length of the tapped delay line is determined by the duration of the delay power spectrum, or delay spread (\( T_d \)), and the tap spacing must be equal to or less than the reciprocal of the passband bandwidth [11]. The delay power spectrum also determines the power distribution among the taps. The scattering function describes time-varying behavior of each tap. It is determined by the Doppler frequency and antenna structure. In this paper, we assume that the multipath intensity profile has an exponential distribution, with the delay spread \( T_d \) less than or equal to the guard interval \( L \), and that the inverse Fourier transform of the Doppler spectrum is the zeroth-order Bessel function of the first kind. The impulse response of the channel is described by \( h(n, l) \), which denotes the tap gain of the \( l \)th tap at time \( n \). In the simulations, each tap gain is independently generated by LPF of a white complex Gaussian process.

By the assumptions, the autocorrelation function of the channel is

\[
E\{h(n_1, l) h^*(n_2, l_2)\} = c \cdot J_0\left(\frac{2\pi f_d T_d |n_1 - n_2|}{N}\right) \cdot e^{-|l_1 - l_2|/L} \delta(l_1 - l_2)
\]

(2)
where $c$, a normalization constant, is chosen to satisfy $c \sum e^{-\ell/L} = 1$. $J_0(\cdot)$ denotes the zeroth-order Bessel function of the first kind, and $f_d$ is Doppler frequency in hertz. For the remainder of this paper, the number of taps is assumed to be $L + 1$.

The received signal $y(n)$ can be expressed as

$$y(n) = \sum_{\ell=0}^{L} h(n, \ell) s(n - \ell) + u(n)$$

where $u(n)$ is AWGN. Hereafter, we assume $E_s = 1$ and the variance of the AWGN is $\sigma^2 = 1/\text{SNR}$, without loss of generality. Now, in the range $0 \leq n \leq N - 1$, the received signal is not corrupted by previous multicarrier symbols, due to the presence of the guard interval. Thus, in this interval the received signal becomes

$$y(n) = \frac{1}{N} \sum_{\ell=0}^{N-1} h(n, \ell) \sum_{k=0}^{P-1} d_k \exp \left[ j2\pi(n - \ell)k/N \right] + u(n)$$

By defining $H_k(n) = \sum_{\ell=0}^{P-1} h(n, \ell) \exp{j2\pi\ell k/N}$, which is the Fourier transform of the channel impulse response at time $n$, $y(n)$ can be written as

$$y(n) = \frac{1}{N} \sum_{k=0}^{P-1} d_k H_k(n) e^{j2\pi nk/N} + u(n), \quad 0 \leq n \leq N - 1.$$

Comparing this to the transmitted signal $s(n)$, we see that the time-varying multipath channel introduces a time-varying complex multiplier, $H_k(n)$, at each subcarrier.

C. Conventional Receiver Structure and ICI Analysis

Fig. 2 shows the conventional receiver structure including channel estimation. After excluding the ISI corrupted guard interval, the demodulation is performed using the FFT. In this figure, the second index, $n$, at the output of the FFT processor refers to the $n$th symbol processed, so that $Y_{k,n}$ is the output for the $k$th subcarrier at the $n$th symbol time. If we focus initially on the zeroth symbol and drop the second subscript, the $k$th subcarrier output from the FFT can be expressed as

$$Y_k = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} y(n) e^{-j2\pi nk/N} = d_k H_k + \alpha_k + W_k$$

where $H_k = 1/N \sum_{m=0}^{N-1} H_k(n)$, $\alpha_k = 1/N \sum_{m=0, m\neq k}^{N-1} d_m \sum_{n=0}^{N-1} H_m(n) \exp[j2\pi(n - m)k/N]$, and $W_k = 1/\sqrt{N} \sum_{n=0}^{N-1} w(n) e^{-j2\pi nk/N}$.

The $\alpha_k$’s represent interchannel interference (ICI) caused by the time-varying nature of the channel. In a time-invariant channel, one can see (by the orthogonality of the multicarrier basis waveforms) that $\alpha_k$ is zero, and $E\{|H_k|^2\} = 1$. In a slowly time-varying channel (i.e., the normalized Doppler frequency $f_d T$ is small), we can assume $E\{|H_k|^2\} \approx 1$, and $E\{\alpha_k^2\} \approx 0$. On the other hand, when the normalized Doppler frequency is high, the power of ICI cannot be ignored and, in addition, the power of the desired signal is reduced (i.e., $E\{|H_k|^2\} < 1$). Therefore, we define the normalized ICI power as $E\{\alpha_k^2\}/E\{|H_k|^2\}$. In Appendix I the ICI power is evaluated, and it is shown that the ICI power is a function of the subcarrier index $k$. The center subcarrier experiences more ICI power than the edge subcarrier, as might be expected.

Fig. 3(a) illustrates the normalized ICI power at both the center and edge subcarriers as a function of $k$. The difference in the normalized ICI power with respect to the number of subcarriers, provided $N$ is large enough, as shown in Fig. 3(b).

By assuming the normalized Doppler frequency is less than 0.02, the ICI power can be neglected compared to the background noise power. In this case, the signal at the output of the FFT processor for the $n$th OFDM symbol can be written as

$$Y_{k,n} \approx d_k H_k(n) + W_{k,n}$$

where $k$ is the subcarrier index, $H_k(n) = 1/N \sum_{m=0}^{N-1} H_k(m + nN')$, and $N'$ is $N + L$.

For channel estimation, insertion of pilot symbols is necessary. Several pilot patterns are possible. For ease of implementation, the two patterns shown in Fig. 4 may be considered. In Fig. 4(a), certain subcarriers are dedicated to pilot symbols, whereas in Fig. 4(b) all subcarriers in a given time slot are dedicated to pilot symbols. In the former scheme, the frequency-do-
main correlation plays the key role in MMSE estimation, while
the time-domain correlation is important in the latter. In a slowly
time-varying channel, the time-domain correlation decays at a
much slower rate than the frequency-domain correlation func-
tion. That means the pilot pattern of Fig. 4(b) requires a smaller
number of pilot symbols than that of Fig. 4(a) for the same MSE.
For the remainder of this paper, the pilot pattern of Fig. 4(b) is
assumed.\footnote{Although we assume symmetric pilot usage in this paper, one can use a time-asymmetric pattern in order to reduce the delay in the receiver.}

Using the pilot symbols, one can constitute a pilot channel
vector for the \( n \)th multicarrier symbol as follows:

\[
\hat{H}_{\text{p,n}} = \begin{bmatrix} \hat{H}_{0,n} & \hat{H}_{1,n} & \ldots & \hat{H}_{P-2,n} & \hat{H}_{P-1,n} \end{bmatrix}^T
\]  

(8)

where the superscript \( (\cdot)^T \) denotes transpose and \( \hat{H}_{k,n} = Y_{k,n}/d_{k,n} = \hat{H}_{k,n} + W_{k,n}/d_{k,n} \). Assume that \( M \) pilot symbols are used for the estimation of the middle \( K - 1 \) symbols in

![Fig. 3. Normalized ICI power. (a) \( N = 1024, P = 896 \). (b) center subcarrier: \( f_d T = 0.1, P = (7/8)N \).](image)

\( f_d T \) = 0.1, \( P = (7/8)N \).

![Fig. 4. Pilot patterns. (a) Dedicated subcarriers. (b) Dedicated time slots.](image)

Fig. 4(b). Define the column vector \( \hat{H} \) as the set of \( M \) pilot vectors

\[
\hat{H} = \begin{bmatrix} \hat{H}_{z,n-K}^T & \ldots & \hat{H}_{z,n-(M-2)K}^T & \hat{H}_{z,n-(M-1)K}^T \end{bmatrix}^T
\]  

(9)

By using a simple MMSE technique, we can obtain the best
estimator in the MMSE sense as a linear combination of the pilot
symbols as

\[
\hat{H}_{z,n-q} = C_q \hat{H} = R_{H_{z,n-q}H}^{-1} R_{H} \hat{H}
\]  

(10)

where \( C_q \) is a \( P \)-by-\( MP \) matrix and \((M/2)-1)K < q < M/2K\). The correlation matrices \( R_{H_{z,n-q}H} \) and \( R_{HH} \) are defined as

\[
R_{H_{z,n-q}H} = E \left\{ H_{z,n-q} H^H \right\}
\]  

(11)

and

\[
R_{HH} = E \left\{ H^H H \right\}
\]  

(12)

where the superscript \( (\cdot)^H \) denotes conjugate transpose.
The correlation function of the $H_{k,n}$ for different time and frequency indices is
\[ E\left\{ H_{k+\Delta k,n+\Delta n}H_{k,n}^*\right\} = \frac{1}{N^2} \sum_{m_1=0}^{N-1} \sum_{m_2=0}^{N-1} c_0 \left(2\pi f_d T (m_1 - m_2 + \Delta n N)/N\right) e^{-j/4} e^{-j2\pi \Delta k \Delta n/N}. \] (13)

This function can be separated into the product of a time and frequency correlation as follows:
\[ E\left\{ H_{k+\Delta k,n+\Delta n}H_{k,n}^*\right\} = r_t(\Delta n)r_f(\Delta k) \] (14)
where $r_t(\Delta n) = \sum_{k=0}^{N-1} \sum_{m_1=0}^{N-1} \sum_{m_2=0}^{N-1} c_0 \left(2\pi f_d T (m_1 - m_2 + \Delta n N)/N\right)$, and $r_f(\Delta k) = c e^{-j/4} e^{-j2\pi \Delta k \Delta n/N}$. This separation property makes possible a simple structure for the MMSE estimator as derived in Appendix II. In [7], the hard decision data as well as the pilots are used for channel estimation. Even with the error correction code, it inevitably suffers from the error propagation. Further, it requires much more taps of the estimator than using only the pilots [12].

III. DETECTION OF MULTICARRIER SIGNALS IN A FAST FADING CHANNEL

The conventional detection of multicarrier signals using the FFT exhibits relatively good performance at low values of $f_d T$. The performance of each subcarrier in Fig. 2 is very close to the theoretical bound of coherent detection of a single carrier in a flat fading channel. However, in an environment where the normalized Doppler frequency is high, there is an irreducible error floor even if all data are pilot symbols, since the pilot symbols themselves are corrupted by the ICI through the FFT. The FFT operation is simply a matched filter for each subcarrier. Since the time-varying channel destroys the orthogonality between subcarriers, the FFT introduces ICI. Therefore, the channel estimation and equalization should be performed immediately following the A/D conversion. In this section, we assume that the impulse response of the channel is known at each time and for each tap, and we discuss the detection problem assuming the channel is known. Channel estimation is addressed in Section IV.

The received signal $y(n)$ [see (5)] after excluding the guard interval can be expressed in a vector form as
\[ y = Hd + w \] (15)
where $y = [y(0) ~ y(1) ~ \ldots ~ y(N-1)]^T$, $d = [d_0 ~ d_1 ~ \ldots ~ d_{P-1}]^T$, $w = [w(0) ~ w(1) ~ \ldots ~ w(N-1)]^T$, and the channel matrix $H$ is given by (16), shown at the bottom of the page. Given the received vector $y$ and the channel matrix $H$, we can employ the following several detection methods.

A. Matched Filter (MF)

The received vector $y$ can be decomposed in terms of the column vectors of $H$ as follows:
\[ y = h_0d_0 + h_1d_1 + \cdots + h_{P-1}d_{P-1} + w \] (17)
where $h_k$ is the $(k+1)$th column vector of the matrix $H$. In order to detect the data $d_k$, the inner product is performed between the vector $y$ and the vector $h_k$. Therefore, the decision statistic $z$ of the matched filter is given by
\[ z = H^Hy = H^Hd + H^Hw. \] (18)

Apparently, if the vectors $h_k$ are mutually orthogonal, there is no interference since the $P$-by-$P$ matrix $H^HH$ becomes an identity matrix. Unfortunately, this orthogonality does not hold in a time-varying channel. Hence, the matched filter suffers from ICI.

B. Least Square

The linear model (15) leads to the classical least squares problem [13]. The least squares detection statistic is given by
\[ z = H^Hy \] (19)
where the $P$-by-$N$ matrix $H^+ = (H^HH)^{-1}H^H$ is the pseudoinverse of $H$.

C. Minimum Mean Squared Error (MMSE)

The MMSE detector chooses the equalizer matrix $G^H$ which minimizes the cost function $E\{d - H^Hy\}^2$ where $z = G^Hy$. The resulting detection statistic becomes
\[ z = G^Hy = H^H(H^HH + \sigma^2 I_N)^{-1}y \] (20)
where $I_N$ is the $N$-by-$N$ identity matrix. As opposed to least squares, the MMSE detector requires the knowledge of the noise power. The equalizer matrix $G^H$ satisfies the following identity, proved in Appendix III:
\[ G^H = H^H(H^HH + \sigma^2 I_N)^{-1} = (H^HH + \sigma^2 I_P)^{-1}H^H. \] (21)

The right-hand side of (21) is very similar to the pseudoinverse of $H$ in the least squares except the identity matrix accounts for the noise power. The insertion of the noise power in the inverse...
matrix of (21) reduces the noise enhancement. From (A28) we can express the least squares in expanded form

\[ G^H = H^+ = \sum_{i=1}^{r} \frac{1}{\lambda_i}v_iu_i^H. \]  

(22)

When the singular value \( \lambda \) is small, one can expect that the least squares experiences more noise enhancement than the MMSE detection.

**D. MMSE with Successive Detection (SD)**

The decision statistic \( z \) has two terms in general

\[ z = G^Hd + G^Hw. \]  

(23)

The first term is the data component and the other is the noise component. In the LS technique, the product \( G^H \) is an identity matrix. This means there is no ICI after the equalization. However, as mentioned earlier, this technique suffers from noise enhancement. The noise enhancement increases as the normalized Doppler frequency gets higher because the minimum nonzero singular value, \( \lambda_{\min} \), becomes smaller. On the other hand, even if the MMSE detection technique generates some residual interference, it provides a better balance in minimizing the sum of the noise enhancement and the residual interference.

Now, as the Doppler frequency increases, the channel becomes time-selective. From another point of view, it provides time diversity, since the data \( d_k \) is carried on \( N \) random variables (i.e., the \( N \) elements of \( h_k \), in one symbol duration) whose correlation can be small. That is, the rapidly time-varying channel not only destroys the orthogonality, but also provides us with time diversity. Certainly, if there is only one subcarrier, all previous methods can take advantage of the time diversity. However, in multicarrier systems, the MF generates ICI, while the LS causes noise enhancement. The MMSE detection, on the other hand, should be able to make good use of the time selectivity since it minimizes both the residual interference and the noise enhancement while retaining the gain from the time diversity. Thus, one might expect that the performance would be better as the normalized Doppler frequency becomes large. However, the residual interference and the noise enhancement grow as well. Therefore, the gain from the time-selective channel can be overwhelmed by the residual interference and the noise enhancement, for some normalized Doppler frequencies. This effect is more severe for higher order modulations. That is, the degradation from the interference and the noise enhancement is more dominant than the advantage from the time-selective channel for higher order modulations.

In order to fully utilize the time diversity while suppressing the residual interference and the noise enhancement, we detect the data one-by-one instead of detecting all the data simultaneously, as in the previous methods. Hence, we adopt the successive detection technique which is widely used in DS-CDMA systems for the multi-user detection and has also been implemented in [14] in order to achieve higher spectral efficiency.

Consider first the SD technique from [14]. We first detect the data, \( d_k \), which has the highest post-detection SNR among undetected data, assuming LS detection. Equivalently choose the \((k+1)\)th column vector of the equalizer matrix \( G \) which satisfies the condition

\[ \arg\max_k \text{SNR}_k = \arg\max_k \frac{\|g_k \cdot h_k\|^2}{\sigma^2 \|g_k\|^2} = \arg\max_k \frac{1}{\sigma^2 \|g_k\|^2} \leftrightarrow \arg\min_k \|g_k\|^2 \]  

(24)

where \( g_k \) is the \((k+1)\)th column vector of the equalizer matrix \( G \) (the inner product, \( g_k^H h_k \), is unity, because of the orthogonality condition in the assumed LS detection). After making a hard decision, the received vector \( y \) is modified to

\[ y_{\text{new}} = y_{\text{old}} - h_k d_k \]  

(25)

where \( d_k \) is the hard decision data. The column vector \( h_k \) of the channel matrix \( H \) is replaced by a zero vector, and then, the corresponding equalizer matrix \( G^H \) is updated. This successive detection is analogous to decision feedback equalization in that one can expect an error propagation phenomenon. As long as this hard decision data is correct, the new vector \( y_{\text{new}} \) has fewer interferers. With the smaller number of interferers, higher post-detection SNR can be achieved [14].

The detailed detection procedure is described in Fig. 5.
In the following, we demonstrate, through extensive computer simulations, the relative performance of the above mentioned detection techniques for OFDM systems. For simulation purposes only, we have chosen the number of subcarriers (FFT size) as 32. The number of active subcarriers is 28 and the normalized delay spread is 1/16. In this particular case, the number of paths becomes 3. The delay power spectrum has an exponential distribution. In Fig. 6(a) and (b), the SERs of BPSK and 16PSK, respectively, are shown as a function of SNR when the normalized Doppler frequency is 0.1. The MF suffers from severe ICI. The LS detection has a smaller error floor than the MF. In BPSK, the SER performance of the MMSE is better than the theoretical bound of BPSK in a single carrier with ideal channel estimation operating in a flat fading channel, while in 16PSK the performance is slightly worse than the coherent 16PSK. The MMSE with the SD has the best performance in both cases. Due to the time diversity, the SER performance of the MMSE with SD starts to improve for SNR above 6 dB compared to the theoretical bound of coherent BPSK, while in 16PSK the performance of the MMSE with the SD gets better for SNR exceeding 22 dB due to an error propagation at low SNR. When \( f_d T \) is 1.0 in Fig. 6(c), the improvement of the SD is apparent whereas all other techniques experience ICI or noise enhancement. Fig. 6(d) illustrates the SER performances of 16PSK at 30 dB SNR as a function of the Doppler frequency. Only the MMSE detection with SD can exploit the time-varying channel at the higher order modulations while the others increase the error floor. To confirm this characteristic, the capacity of the time-varying multipath channel and the information rate of MMSE detection with SD are explored in [15]. Note the error propagation of the MMSE with SD is more apparent at higher \( f_d T \).

IV. CHANNEL ESTIMATION

In the previous section, we have investigated several detection methods assuming the ideal channel response is available. It seems the estimation of the \( N \)-by-\( P \) channel matrix \( \mathbf{H} \) is impossible even with pilot symbols since there are more unknowns to be determined than known equations. Thus, there is no way to recover the \( NP \) unknown elements of \( \mathbf{H} \) even though the pilot data vector \( \mathbf{d} \) is known. In what follows, the estimation of the impulse response of the channel is described.

A. Channel Estimation

Suppose that the channel is stationary and its statistics (at least the worst conditions) are known. Basically, the channel estimation is an MMSE technique relying on pilot symbols. However, we do not make any attempt to estimate the channel matrix \( \mathbf{H} \) at each pilot position and interpolate the matrix to get a channel matrix at a particular time instant. Instead, we directly estimate the impulse response \( \mathbf{h}(n, l) \) as a linear combination of the received signal \( \mathbf{y}(n) \). The received pilot signals to be used by the estimator are now defined as a vector

\[
\mathbf{y}_p = \begin{bmatrix} \mathbf{y}_n^T \mathbf{y}_{n-K}^T \cdots \mathbf{y}_{n-(M-2)K}^T \mathbf{y}_{n-(M-1)K}^T \end{bmatrix}^T
\]

(28)

where \( \mathbf{y}_n = [y(nN'), y(1+nN'), \ldots, y(N-1+nN')]^T \) is the \( n \)-th symbol. Define the channel vector to be estimated as (29), shown at the bottom of the page, where

\[
\mathbf{h}_n = [h(nN', 0), h(N - 1 + nN', 0), \ldots, h(nN', L), \ldots, h(N - 1 + nN', L)]^T\]

is now the collection of the impulse response of each tap at the \( n \)-th symbol (note that the notation \( \mathbf{h}_n \) has a different meaning than in Section III). The MMSE estimator leads to the following linear equation:

\[
\hat{\mathbf{h}} = C \cdot \mathbf{y}_p = \mathbf{R}_{yyp} \mathbf{R}_{yyp}^{-1} \mathbf{y}_p.
\]

(30)

The autocorrelation matrix \( \mathbf{R}_{yyp} \) and the cross-correlation matrix \( \mathbf{R}_{yhp} \) can be obtained from (2) and (3) since the transmitted pilot signal \( s(n) \) is known. In the time-domain MMSE channel estimator, the MSE performance is highly dependent on the pilot signal waveform. The pilot signal design in the time-varying Rayleigh fading channel is another challenging topic, which is beyond the scope of this paper. Hereafter, we use the usual OFDM signal as a pilot signal \( s(n) \), but the pilot data \( d_k \) are chosen by making use of the average normalized MSE (NMSE) performance of the estimator. The NMSE is defined as

\[
\text{NMSE}(n) = \frac{\sum_k \text{E} \left\{ |\mathbf{h}(n, l) - \hat{\mathbf{h}}(n, l)|^2 \right\}}{\sum_k \text{E} \left\{ |\mathbf{h}(n, l)|^2 \right\}}.
\]

(31)

\[
\mathbf{h} = \begin{bmatrix} \mathbf{h}_{n-(M/2-1)K+1}^T \mathbf{h}_{n-(M/2-1)K+2}^T \cdots \mathbf{h}_{n-(M/2-1)K+K-2}^T \mathbf{h}_{n-(M/2-1)K+K-1}^T \end{bmatrix}^T
\]

(29)
Certainly, this is a function of the time over \((K - 1)\) symbols. The average NMSE (\(\overline{\text{NMSE}}\)) is given by

\[
\text{NMSE} = \frac{\sum_{q=0}^{K-2} \sum_{m=0}^{N-1} \text{NMSE}(qN' + m)}{(K-1)N}.
\] (32)

The behavior of the theoretical \(\overline{\text{NMSE}}\) with different pilot spacing \((K)\) and number of pilot symbols \((M)\) is shown in Fig. 7 when the normalized Doppler frequency \(f_dT\) is 0.1. It is natural that the larger pilot spacing requires a larger number of pilot symbols. The simulation results for the SER are shown in Fig. 8(a) with \(f_dT = 0.1, K = 3\) and \(M = 6\). The conventional frequency-domain method has an error floor. There is no difference in the SER performance between the ideal channel estimation and pilot-assisted estimation in each detection method up to 22 dB in SNR. When the SNR is below 22 dB, the \(\overline{\text{NMSE}}\) is negligible since the \(\overline{\text{NMSE}}\) is 10 dB lower than the noise power. Fig. 8(b) shows the theoretical \(\overline{\text{NMSE}}\) together with the simulation result. The deviation of the simulation result from the theoretical bound at high SNR comes from the nonideal Doppler spectrum generation. Fig. 9 depicts the SER and the \(\overline{\text{NMSE}}\) performances when \(f_dT = 0.3, K = 2\) and \(M = 12\).
B. Low Rank Approximation

The size of the channel estimator \( C \) in (30) is \( (K-1)(L+1)N \)-by-\( NM \). The required number of complex multiplications is \( (K-1)(L+1)MN^2 \) for estimating \( K-1 \) symbols. A reduced complexity MMSE estimator can be achieved by employing optimal rank reduction [13]. First, let us write \( CR_{yPR}^{1/2} \) in a singular value decomposition (SVD) representation:

\[
CR_{yPR}^{1/2} = U \Sigma V^H
\]

where \( U \) and \( V \) are unitary matrices, and the diagonal matrix \( \Sigma \) is given by

\[
\Sigma = \begin{bmatrix}
\text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_D) & 0 \\
0 & 0
\end{bmatrix}
\]

After replacing the last \( D-r \) singular values by zero, the low rank estimator \( C_r \) becomes

\[
C_r = U \begin{bmatrix}
\text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_r) & 0 \\
0 & 0
\end{bmatrix} \tilde{V}^H
\]

where \( \tilde{V}^H = V^H R_{yPR}^{-1/2} \). The additional MSE caused by the low rank approximation is incorporated in the sum \( \sum_{i=r+1}^{D} \lambda_i \).

The implementation of the low rank estimator is illustrated in Fig. 10. Note the singular value \( \lambda \) can be included in either \( U \) or \( V \). Then, the number of complex multiplications becomes \( r(K-1)(L+1)N + rNM \). Fig. 11(a) shows the \( \overline{\text{NMSE}} \) when \( r \) is equal to 10 and 12. The \( \overline{\text{NMSE}} \) is plotted as a function of the rank for several SNR values in Fig. 11(b). In this particular case, there is no difference in \( \overline{\text{NMSE}} \) between the full rank.
Fig. 11. Theoretical bounds of $\overline{\text{NMSE}}$ as a function of the rank: $f_d T = 0.1$, $T_d / T = 1/16$, $N = 32$, $P = 28$, $K = 3$, $M = 0$.

and the low rank ($r = 12$) estimators. When the rank $r$ is 12, the number of multiplications is reduced to 4,608 from 36,864 without losing $\overline{\text{NMSE}}$ and SER performance.

C. Mismatch

The MMSE channel estimator described above requires knowledge of the channel statistics, i.e., the noise power, Doppler spread, delay spread and multipath intensity profile. In practice, the true channel characteristic is almost always unknown. Estimating channel parameters is another significant problem, and accurate estimation might not be possible. Instead, we investigate the $\overline{\text{NMSE}}$ of the estimator, which is designed for the worst-case condition, when there is a mismatch between assumed channel parameters and true channel characteristics. As described in Table I, the assumed channel differs significantly from the actual channel. Fig. 12 illustrates the mismatch simulation results of the low rank estimator. Since the actual Doppler frequency is smaller than that of the assumed channel, there is a smaller gain in the MMSE with the SD.

**TABLE I**

**Mismatch Conditions**

<table>
<thead>
<tr>
<th></th>
<th>Assumed channel conditions</th>
<th>Actual channel conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR</td>
<td>40 dB</td>
<td>0–40 dB</td>
</tr>
<tr>
<td>$f_d T$</td>
<td>0.1</td>
<td>0.05</td>
</tr>
<tr>
<td>Delay spread ($T_d / T$)</td>
<td>1/16</td>
<td>1/32</td>
</tr>
<tr>
<td>Multipath intensity profile</td>
<td>Exponential distribution</td>
<td>Uniform distribution</td>
</tr>
</tbody>
</table>

Fig. 12. Simulations of mismatch in Rayleigh fading channel. Low rank $r = 12$, $K = 3$, $M = 6$, $N = 32$, $P = 28$. (a) SER. (b) $\overline{\text{NMSE}}$.

V. Conclusion

Operation over a time-varying channel results in an error floor when using frequency-domain estimation and equalization in multicarrier systems. We have presented several time-domain techniques for detection and estimation. The MMSE detection technique is able to exploit the time-varying channel as a source
of time diversity. However, it still results in residual interference, causing performance degradation for higher order modulations. In order to effectively suppress both the residual interference and the noise enhancement, MMSE with successive detection is used. The MMSE technique with the SD permits us to achieve time diversity even for higher order modulations. If this detection technique is adopted in MC-CDMA, we can make full use of the time-varying and frequency-selective channel as a source of time and frequency diversity [15].

With regard to channel estimation, we have investigated the performance of the time-domain MMSE estimator. The low rank estimator is shown to be a robust estimator to changes in the channel characteristics.

### APPENDIX I

Assuming the data on each subcarrier is uncorrelated, and \( E \{ |d_m|^2 \} = 1 \), the ICI power becomes

\[
E \{ |\alpha_k|^2 \} = \frac{1}{N^2} \sum_{m=0}^{P-1} E \{ |d_m|^2 \} \sum_{n_1=0}^{N-1} \sum_{n_2=0}^{N-1} E \{ H_m(n_1)H_m^*(n_2) \} \\
\cdot \exp \left[ -\frac{j2\pi(n_1 - n_2)(m - k)}{N} \right]
\]

\[
= \frac{1}{N^2} \sum_{m=0}^{P-1} \sum_{n_1=0}^{N-1} \sum_{n_2=0}^{N-1} E \{ H_m(n_1)H_m^*(n_2) \} \\
\cdot \exp \left[ -\frac{j2\pi(n_1 - n_2)(m - k)}{N} \right]. \tag{A1}
\]

The autocorrelation of the frequency response \( (H_m(n) \equiv \sum_{l=0}^{L} h(n,l)e^{-j2\pi lm/N}) \) of the channel is

\[
E \{ H_m(n_1)H_m^*(n_2) \} = \sum_{l_1=0}^{L} \sum_{l_2=0}^{L} E \{ h(n_1,l_1)h^*(n_2,l_2) \} \\
\cdot \exp \left[ -\frac{j2\pi ml_1 - l_2}{N} \right]. \tag{A2}
\]

From the (2), it becomes

\[
E \{ H_m(n_1)H_m^*(n_2) \} = \sum_{l=0}^{L} E \{ h(n_1,l)h^*(n_2,l) \} \\
= c \sum_{l=0}^{L} J_0 \left( \frac{2\pi f_d T(n_1 - n_2)}{N} \right) e^{-|l|/L} \\
= J_0 \left( \frac{2\pi f_d T(n_1 - n_2)}{N} \right). \tag{A3}
\]

As shown above, it is independent of the delay power spectrum. Substituting (A3) into (A1), the ICI power can be written as

\[
E \{ |\alpha_k|^2 \} = \frac{1}{N^2} \sum_{m=0}^{P-1} \sum_{n_1=0}^{N-1} \sum_{n_2=0}^{N-1} J_0 \left( \frac{2\pi f_d T(n_1 - n_2)}{N} \right) \\
\cdot \exp \left[ -\frac{j2\pi(n_1 - n_2)(m - k)}{N} \right]. \tag{A4}
\]

The fact that \( J_0(\cdot) \) is an even function simplifies the above calculation as

\[
E \{ |\alpha_k|^2 \} = \frac{1}{N^2} \sum_{m=0}^{P-1} \sum_{n_1=0}^{N-1} \left( N + 2 \sum_{n=0}^{N-1} (N - n)J_0 \left( \frac{2\pi f_d Tn}{N} \right) \cos \left( \frac{2\pi m(k - n)}{N} \right) \right) \cdot \cos \left( \frac{2\pi m(k - n)}{N} \right). \tag{A5}
\]

With the same way, we can obtain

\[
E \{ |H_k|^2 \} = \frac{1}{N^2} \sum_{m=0}^{P-1} \sum_{n_1=0}^{N-1} \left( N + 2 \sum_{n=0}^{N-1} (N - n)J_0 \left( \frac{2\pi f_d Tn}{N} \right) \right) \cdot \cos \left( \frac{2\pi m(k - n)}{N} \right). \tag{A6}
\]

Therefore, the normalized ICI power is (A7), shown at the bottom of the page.

### APPENDIX II

The cross-correlation matrix between the two pilot vectors at the time \( n_1 \) and \( n_2 \) is

\[
E \{ \tilde{H}_m(n_1)\tilde{H}_m^*(n_2) \} = r_v(n_1 - n_2)R_f + \sigma^2 \delta(n_1 - n_2)I_P \tag{A8}
\]

where the scalar valued time-domain correlation function \( r_v(\cdot) \) is defined in (14), the \( P \)-by-\( P \) frequency domain matrix \( R_f \) is defined as

\[
R_f = \begin{bmatrix}
    r_f(0) & r_f(-1) & \cdots & r_f(-P+1) \\
    r_f(1) & r_f(0) & \cdots & r_f(-P+2) \\
    \vdots & \vdots & \ddots & \vdots \\
    r_f(P-1) & r_f(P-2) & \cdots & r_f(0)
\end{bmatrix} \tag{A9}
\]

with \( I_P \) is a \( P \)-by-\( P \) identity matrix, and the power of the pilot data is assumed to be equal to the power of the information data, otherwise the noise power should be scaled accordingly. Hence, the autocorrelation matrix \( \hat{R}_{HH} \) (12) can be expressed as (A10), shown at the bottom of the next page. Note \( r_f(k) = r_f(-k) \) and the frequency-domain matrix \( R_f \) is a Hermitian matrix since \( r_f(k) = r_f^*(-k) \). Then, we have the following representation of \( R_f \) by the SVD

\[
R_f = U \Lambda U^H \tag{A11}
\]

\[
E \{ |\alpha_k|^2 \} = \frac{\sum_{m=0}^{P-1} \sum_{n_1=0}^{N-1} \sum_{n_2=0}^{N-1} \left( N + 2 \sum_{n=0}^{N-1} (N - n)J_0 \left( \frac{2\pi f_d Tn}{N} \right) \cos \left( \frac{2\pi m(k - n)}{N} \right) \right)}{N + 2 \sum_{n=0}^{N-1} (N - n)J_0 \left( \frac{2\pi f_d Tn}{N} \right) \cos \left( \frac{2\pi m(k - n)}{N} \right) } \tag{A7}
\]
where \( \mathbf{U} \) is a unitary matrix containing the singular vectors and \( \mathbf{A} \) is a diagonal matrix whose elements are the singular values \( \lambda_1 \geq \cdots \geq \lambda_r > \lambda_{r+1} = \cdots = \lambda_P = 0 \). Then the inverse matrix \( \mathbf{R}_{HH}^{-1} \) becomes

\[
\mathbf{R}_{HH}^{-1} = \begin{bmatrix}
\mathbf{U} & 0 & \cdots & 0 \\
0 & \mathbf{U} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \mathbf{U}
\end{bmatrix} \begin{bmatrix}
\mathbf{U}^H & 0 & \cdots & 0 \\
0 & \mathbf{U}^H & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \mathbf{U}^H
\end{bmatrix}
\]

(A12)

where the matrix \( \mathbf{B} \) is (A13), shown at the bottom of the page.

In a similar way, \( \mathbf{R}_{H,n-qH}^{-1} = \mathbf{E} \{ \mathbf{H}_{H,n-qH} \} \) is given by

\[
\mathbf{R}_{H,n-qH}^{-1} = \mathbf{U} \mathbf{A} \left[ \begin{array}{c}
\mathbf{U}^H & 0 & \cdots & 0 \\
0 & \mathbf{U}^H & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \mathbf{U}^H
\end{array} \right]
\]

(A14)

where the matrix \( \mathbf{A} \) is

\[
\mathbf{A} = \begin{bmatrix}
\lambda_1 & 0 & \cdots & 0 \\
0 & \lambda_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \lambda_r
\end{bmatrix}
\]

Therefore, the MMSE estimator \( \mathbf{C}_q \) can be written as

\[
\mathbf{C}_q = \mathbf{U} \mathbf{c}_q \left[ \begin{array}{c}
\mathbf{U}^H & 0 & \cdots & 0 \\
0 & \mathbf{U}^H & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \mathbf{U}^H
\end{array} \right]
\]

(A15)

where \( \mathbf{c}_q \) is defined by

\[
\mathbf{c}_q = \mathbf{A} \mathbf{B}
\]

Note the \( P \)-by-\( MP \) matrix \( \mathbf{e}_q \) has a following special form given in (A17), shown at the bottom of the page. The sequences \( \{e_{11}, e_{12}, \ldots, e_{1M}\} \) represent the tap weights of the \( q \)th FIR filter in Fig. 2.

**APPENDIX III**

Given the \( N \)-by-\( P \) channel matrix \( \mathbf{H} \) whose rank is \( r \leq \min(N, P) \), there are two unitary matrices \( N \)-by-\( N \) \( \mathbf{U} \) and \( P \)-by-\( P \) \( \mathbf{V} \), such that we may write by the SVD

\[
\mathbf{H} = \mathbf{U} \mathbf{A} \mathbf{V}^H
\]

(A18)

where \( N \)-by-\( P \) matrix \( \mathbf{A} \) is defined by

\[
\mathbf{A} = \begin{bmatrix}
\mathbf{diag}(\lambda_1, \lambda_2, \ldots, \lambda_r) \\
0 & 0
\end{bmatrix}
\]

(A19)

The singular value \( \lambda \)'s are ordered as \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_r > 0 \). Note the matrices \( \mathbf{HH}^H \) and \( \mathbf{H}^H \mathbf{H} \) may be written as

\[
\mathbf{HH}^H = \mathbf{U} \mathbf{A} \mathbf{A}^H \mathbf{U}^H
\]

(A20)

and

\[
\mathbf{H}^H \mathbf{H} = \mathbf{V} \mathbf{A}^H \mathbf{A} \mathbf{V}^H
\]

(A21)

respectively. The left-hand side of (21) becomes

\[
\mathbf{G}^H = \mathbf{H} \mathbf{H}^H + \sigma^2 \mathbf{I}_N
\]

\[
= \mathbf{V} \mathbf{A} \mathbf{A}^H \mathbf{U} \mathbf{U}^H + \sigma^2 \mathbf{I}_N
\]

\[
= \mathbf{V} \mathbf{A} \mathbf{A}^H + \sigma^2 \mathbf{I}_N
\]

(A22)

The inverse matrix \( (\mathbf{AA}^H + \sigma^2 \mathbf{I}_N)^{-1} \) is given by

\[
(\mathbf{AA}^H + \sigma^2 \mathbf{I}_N)^{-1} = \mathbf{diag} \left( \frac{1}{\lambda_1^2 + \sigma^2}, \ldots, \frac{1}{\lambda_r^2 + \sigma^2}, \frac{1}{\lambda^2}, \ldots, \frac{1}{\lambda^2} \right)
\]

(A23)

Hence, the \( P \)-by-\( N \) matrix \( \mathbf{A} \mathbf{A}^H + \sigma^2 \mathbf{I}_N \) is

\[
\mathbf{A} \mathbf{A}^H + \sigma^2 \mathbf{I}_N
\]

(A24)

Correspondingly, we can express the matrix \( \mathbf{G}^H \) in the expanded form

\[
\mathbf{G}^H = \mathbf{V} \mathbf{A} \mathbf{A}^H + \sigma^2 \mathbf{I}_N \mathbf{U}^H = \sum_{i=1}^{r} \frac{\hat{\lambda}_i^2}{\lambda_i^2 + \sigma^2} \mathbf{u}_i \mathbf{u}_i^H
\]

(A25)

where the column vector \( \mathbf{v}_i \) and \( \mathbf{u}_i \) are the \( i \)th column vector of the \( \mathbf{V} \) and \( \mathbf{U} \), respectively.

\[
\mathbf{R}_{HH}^{-1} = \begin{bmatrix}
\mathbf{r}_t(0) \mathbf{R}_f + \sigma^2 \mathbf{I}_P & \cdots & \mathbf{r}_t(M-1) \mathbf{R}_f \\
\mathbf{r}_t(-K) \mathbf{R}_f & \cdots & \mathbf{r}_t((M-1)K) \mathbf{R}_f \\
\vdots & \ddots & \vdots \\
\mathbf{r}_t(-(M-1)K) \mathbf{R}_f & \cdots & \mathbf{r}_t(0) \mathbf{R}_f + \sigma^2 \mathbf{I}_P
\end{bmatrix}
\]

(A10)

\[
\mathbf{B} = \begin{bmatrix}
\mathbf{r}_t(0) \mathbf{A} + \sigma^2 \mathbf{I}_P & \cdots & \mathbf{r}_t((M-1)K) \mathbf{A} \\
\mathbf{r}_t(K) \mathbf{A} & \cdots & \mathbf{r}_t((M-1)K) \mathbf{A} \\
\vdots & \ddots & \vdots \\
\mathbf{r}_t((M-1)K) \mathbf{A} & \cdots & \mathbf{r}_t(0) \mathbf{A} + \sigma^2 \mathbf{I}_P
\end{bmatrix}^{-1}
\]

(A13)

\[
\mathbf{c}_q = \begin{bmatrix}
\mathbf{diag}(e_{11}, \ldots, e_{12}, 0, \ldots, 0) \\
\mathbf{diag}(e_{21}, \ldots, e_{22}, 0, \ldots, 0) \\
\vdots \\
\mathbf{diag}(e_{M1}, \ldots, e_{M2}, 0, \ldots, 0)
\end{bmatrix}
\]

(A17)
The right-hand side of (21) can be written as
\[ G^H = (H^HH + \sigma^2 I_p)^{-1}H^H \]
\[ = (V\Lambda^HH + \sigma^2 I_p)^{-1}V\Lambda^HU^H \]
\[ = V(\Lambda^H + \sigma^2 I_p)^{-1}H^H. \]  
(A26)

Similarly, one can show that the matrix \((\Lambda^H + \sigma^2 I_p)^{-1}\Lambda^H\) is equal to
\[ (\Lambda^H + \sigma^2 I_p)^{-1} \Lambda^H = \begin{bmatrix} \text{diag} \left( \frac{\lambda_1}{|\lambda_1|^2 + \sigma^2}, \ldots, \frac{\lambda_r}{|\lambda_r|^2 + \sigma^2} \right) & 0 \\ 0 & 0 \end{bmatrix} \]  
(A27)

which is the exactly same as (A24). Therefore, the right-hand side of (21) becomes
\[ G^H = V(\Lambda^H + \sigma^2 I_p)^{-1}A^HU^H = \sum_{i=1}^{r} \frac{\lambda_i}{|\lambda_i|^2 + \sigma^2} v_i u_i^H. \]  
(A28)
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