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1. INTRODUCTION

In nonlinear systems, Lyapunov’s direct method (also called the second method of Lyapunov) provides a way to analyze the stability of a system without explicitly solving the differential equations. The method generalizes the idea which shows the system is stable if there are some Lyapunov function candidates for the system. The Lyapunov direct method is a sufficient condition to show the stability of systems, which means the system may still be stable even one cannot find a Lyapunov function candidate to conclude the system stability property.

Recently, fractional calculus was introduced to the stability analysis of nonlinear systems, for example, [Momani and Hadid, 2004, Zhang et al., 2005, Tarasov, 2007]. The integer-order methods of stabilization were used in these works. Motivated by the application of fractional calculus in nonlinear systems, we propose the Mittag-Leffler stability and the fractional Lyapunov direct method with a hope to enrich the knowledge of both system theory and fractional calculus. Meanwhile, the fact that computation becomes faster and memory becomes cheaper makes the application of fractional calculus in reality possible and affordable [Chen, 2006]. To demonstrate the advantage of fractional calculus in characterizing system behavior, let us consider the following illustrative example.

Example: Compare the following two systems with initial condition $x(0)$ for $0 < a < 1$.

$$\frac{d}{dt}x(t) = at^{a-1}, \quad (1)$$

$$C_0^\alpha D_t^\alpha x(t) = at^{a-1}, \quad 0 < a < 1. \quad (2)$$

The analytical solutions of (1) and (2) are $t^a + x(0)$ and $\frac{a^\alpha t^\alpha a^{a+1} + x(0)t^{a+1}}{\Gamma(a+1)}$, respectively. Obviously, the integer-order system (1) is unstable for any $\alpha \in (0, 1)$. However, the fractional dynamic system (2) is stable as $0 < a \leq 1 - \alpha$, which implies the fractional system may have additional attractive feature over the integer-order system.

This work is motivated by the simple fact, as also indicated in [Chen, 2006], that the generalized energy of a system does not have to decay exponentially for the system to be stable in the sense of Lyapunov.

Our contributions of this paper include:

1. The study of the fractional Lyapunov direct method and the Mittag-Leffler stability of nonautonomous systems.

2. The extension of the application of Riemann-Liouville fractional systems by using Caputo fractional systems.

3. The fractional comparison principle and several other fractional inequalities which extend the application of fractional calculus.

The paper is organized as follows. In Section 2, we recall some basic definitions. In Section 3, we discuss the definition of fractional order systems and the relationships between Lipschitz condition and fractional order systems. In Section
4, we propose the definition of the Mittag-Leffler stability. In Section 5, we prove the fractional Lyapunov direct method of nonautonomous systems. In Section 6, we introduce the class-$K$ functions to the fractional Lyapunov direct method and provide the fractional comparison principle. In Section 7, an illustrative example is given as a proof of concept. Conclusion is given in Section 8.

2. FRACTIONAL CALCULUS

2.1 Caputo and Riemann-Liouville Fractional Derivatives

Fractional calculus plays an important role in modern science [Tarasov, 2007, Chen and Moore, 2002, Podlubny, 1999a,b, Sabatier et al., 2007]. In this paper, we use both Riemann-Liouville and Caputo fractional operators as our main tools. The uniform formula of a fractional integral with $\alpha \in (0, 1)$ is defined as

$$\alpha \ D_\tau^0 f(t) = \frac{1}{\Gamma(\alpha)} \int_a^t \frac{f(\tau)}{(t-\tau)^{1-\alpha}} \ d\tau,$$

where $f(t)$ is an arbitrary integrable function, $\alpha \ D_\tau^0$ is the fractional integral of order $\alpha$ on $[a,t]$, and $\Gamma(\cdot)$ denotes the Gamma function. For an arbitrary real number $p$, the Riemann-Liouville and Caputo fractional derivatives are defined respectively as

$$\alpha \ D_\tau^p f(t) = \frac{d[p+1]}{dt[p+1]} [ \alpha \ D_\tau^{-(p+1)} f(t) ],$$

and

$$C \ D_\tau^p f(t) = \alpha \ D_\tau^{-(p+1)} \left[ \frac{d[p+1]}{dt[p+1]} f(t) \right],$$

where $[p]$ stands for the integer part of $p$, $D$ and $C D$ are Riemann-Liouville and Caputo fractional derivatives, respectively.

Some of the properties of the Riemann-Liouville fractional operator are recalled below [Podlubny, 1999a,b, Xu and Tan, 2006]:

Property 1:

$$t_0 \ D_\tau^p (t-t_0)^{\nu} = \frac{\Gamma(1+\nu)}{\Gamma(1+\nu-p)} (t-t_0)^{\nu-p},$$

where $p \in \mathbb{R}$ and $\nu > -1$.

Property 2:

$$0 \ D_\tau^p H(t) = \frac{t^{-p}}{\Gamma(1-p)}$$

where $H(t)$ is the Heaviside unit step function.

Property 3:

$$t_0 \ D_\tau^{q+j} f(t) = t_0 \ D_\tau^{q+j} f(t) - \sum_{j=0}^{n} \frac{t_0 \ D_\tau^{q+j} f(t)}{\Gamma(1-p-j)} (t-t_0)^{\nu-p-j},$$

where $p,q \in \mathbb{R}, n \in \mathbb{Z}$ and $n-1 \leq q < n$.

Property 4:

$$0 \ D_\tau^{\lambda \alpha + \beta - 1} (E_{\alpha,\beta}(\lambda t^\alpha)) = t^{\lambda \alpha + \beta - 1} E_{\alpha,\beta}(\lambda t^\alpha),$$

where $\gamma \in \mathbb{R}, k \in \mathbb{Z} \setminus \mathbb{Z}^-$ and $E(k) = \frac{d^k}{dy^k} E(y)$.

2.2 Mittag-Leffler Function

Similar to the exponential function frequently used in the solutions of integer-order systems, a function frequently used in the solutions of fractional order systems is the Mittag-Leffler function defined as

$$E_{\alpha}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(k \alpha + 1)},$$

where $\alpha > 0$. The Mittag-Leffler function with two parameters appears most frequently and has the following form:

$$E_{\alpha,\beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(k \alpha + \beta)},$$

where $\alpha > 0$ and $\beta > 0$. For $\beta = 1$, we have $E_{\alpha}(z) = E_{\alpha,1}(z)$. Also, $E_{1,1}(z) = e^z$.

Moreover, the Laplace transform of Mittag-Leffler function in two parameters is

$$\mathcal{L}\{t^{\beta-1}E_{\alpha,\beta}(\lambda t^\alpha)\} = \frac{s^{\alpha-\beta}}{s^{\alpha} + \lambda}, \quad (\Re(s) > |\lambda|^{\frac{1}{\beta}}),$$

where $s$ is the variable in Laplace domain, $\Re(s)$ denotes the real part of $s$, $\lambda \in \mathbb{R}$ and $\mathcal{L}\{\cdot\}$ stands for the Laplace transform.

3. FRACTIONAL NONAUTONOMOUS SYSTEMS

Consider the Caputo fractional nonautonomous system [Podlubny, 1999a, Tarasov, 2007]

$$C \ D_\tau^p x(t) = f(t, x)$$

with initial condition $x(t_0)$, where $\alpha \in (0, 1), f : [t_0, \infty) \times \Omega \to \mathbb{R}^n$ is piecewise continuous in $t$ and locally Lipschitz in $x$ on $[t_0, \infty) \times \Omega$, and $\Omega \subseteq \mathbb{R}^n$ is a domain that contains the origin $x = 0$. The equilibrium point of (11) is defined as follows:

Definition 3.1. The constant $x_0$ is an equilibrium point of the Caputo fractional dynamic system (11), if and only if $f(t, x_0) = 0$.

Remark 3.2. When $\alpha \in (0, 1)$, it follows form (5) that the Caputo fractional system (11) has the same equilibrium points as the integer-order system $x(t) = f(t, x)$.

Remark 3.3. For convenience, we state all definitions and theorems for the case when the equilibrium point is the origin of $\mathbb{R}^n$; i.e. $x_0 = 0$. There is no loss of generality in doing so because any equilibrium point can be shifted to the origin via a change of variables. Suppose the equilibrium point for (12) is $\pi \neq 0$ and consider the change of variable $y = x - \pi$. The $\alpha$th order derivative of $y$ is given by

$$C \ D_\tau^p y = C \ D_\tau^p (x - \pi) = f(t, x) = f(t, y + \pi) = g(t, y),$$

where $g(t, 0) = 0$ and in the new variable $y$, the system has equilibrium at the origin.

Consider the Riemann-Liouville fractional system

$$t_0 \ D_\tau^p x(t) = f(t, x)$$

with initial condition $x(t_0)$, where $\alpha \in (0, 1), f : [t_0, \infty) \times \Omega \to \mathbb{R}^n$ is piecewise continuous in $t$ and locally Lipschitz in $x$ on $[t_0, \infty) \times \Omega$, and $\Omega \subseteq \mathbb{R}^n$ is a domain that contains the equilibrium point $x = 0$. The equilibrium point of (12) is defined as follows:

Definition 3.4. The constant $x_0$ is an equilibrium point of the Riemann-Liouville fractional dynamic system (12), if and only if $t_0 \ D_\tau^p x_0 = f(t, x_0)$.

Remark 3.5. For convenience, we state all definitions and theorems for the case when the equilibrium point is the origin of $\mathbb{R}^n$; i.e. $x_0 = 0$. There is no loss of generality in doing so because any equilibrium point can be shifted to the origin via a change of variables. Suppose the equilibrium point for (12) is $\pi \neq 0$.
and consider the change of variable \( y = x - \tau \). The \( \alpha \) order derivative of \( y \) is given by

\[
t_0 D_t^{-\alpha} y = t_0 D_t^{-\alpha} (x - \tau) = f(t, x) - \frac{\mathcal{P}(t,0)}{\Gamma(1-\alpha)} = \tilde{g}(t, y),
\]

where \( \mathcal{P}(t,0) = 0 \) and in the new variable \( y \), the system has equilibrium at the origin.

**Remark 3.6.** For the system

\[
a_0 D_t^{-\alpha} f(t, x(t)) = f(t, x), \tag{13}
\]

where \( \alpha \in (0,1) \), and the symbol \( D \) in (13) can denote both the Caputo and Riemann-Liouville fractional operators. If \( x = 0 \) is the equilibrium point of the fractional system (13), and there exists \( t_1 \) satisfying \( x(t_1) = 0 \), then \( x(t) = 0 \) for \( t \geq t_1 \).

The existence and uniqueness of the solution to system (13) can be stated by the following theorem.

**Theorem 3.7. (Existence and Uniqueness Theorem)** [Podlubny, 1999b]: Let \( f(t, x) \) be a real-valued continuous function, defined in the domain \( G \), satisfying in \( G \) the Lipschitz condition with respect to \( x \), i.e.,

\[
|f(t, x_1) - f(t, x_2)| \leq l|x_1 - x_2|,
\]

where \( l \) is a positive constant, such that

\[
|f(t, x)| \leq M < \infty \quad \text{for all} \quad (t, x) \in G.
\]

Let also

\[
K \geq \frac{M|\alpha - \sigma|^{1+1}}{\Gamma(1+\sigma_n)}.
\]

Then there exists a region \( \mathcal{R}(\mathcal{R},K) \) a unique and continuous solution \( x(t) \) of the following initial-value problem,

\[
a_0 D_t^{\alpha-1} x(t) = f(t, x), \quad x(t_0) = b_k, \quad k = 1, 2, \ldots, n, \tag{14}
\]

where

\[
a_0 D_t ^{\alpha n} \equiv a_0 D_t ^{\alpha 1} a_0 D_t ^{\alpha 2} \ldots a_0 D_t ^{\alpha n}, \quad a_0 D_t ^{\alpha n-1} \equiv a_0 D_t ^{\alpha 1} a_0 D_t ^{\alpha 2} \ldots a_0 D_t ^{\alpha n-1} ;
\]

\[
\sigma_k = \sum_{j=1}^k \alpha_j, \quad (k = 1, 2, \ldots, n);
\]

\[
0 < \alpha_j \leq 1, \quad (j = 1, 2, \ldots, n).
\]

**Remark 3.8.** Obviously, if \( f(t, x) \) in (13) satisfies the locally Lipschitz condition with respect to \( x \), then there exists a unique solution of (13) on \([t_0, \infty) \times \Omega\).

### 3.1 Lipschitz Condition and Caputo Fractional Nonautonomous Systems

The fact that \( f(t, x) \) is locally bounded and is locally Lipschitz in \( x \) implies the existence and uniqueness of the solution to the Caputo fractional system (11) [Podlubny, 1999b]. In the following of this subsection, we study the relationship between the Lipschitz condition and the Caputo fractional nonautonomous system (11).

**Lemma 3.1.** For the real-valued continuous \( f(t, x) \) in (11), we have

\[
\| t_0 D_t^{-\alpha} f(t, x(t)) \| \leq t_0 D_t^{-\alpha} \| f(t, x(t)) \|,
\]

where \( \alpha \geq 0 \) and \( \| \cdot \| \) denotes an arbitrary norm. It follows from (3) and (5) that

\[
t_0 D_t^{-\alpha} f(t, x(t)) = \frac{1}{\Gamma(\alpha)} \int_{t_0}^t f(\tau, x(\tau)) (t - \tau)^{-\alpha} d\tau,
\]

which implies

\[
\| t_0 D_t^{-\alpha} f(t, x(t)) \| = \frac{1}{\Gamma(\alpha)} \int_{t_0}^t f(\tau, x(\tau)) (t - \tau)^{-\alpha} d\tau
\]

\[
= \frac{1}{\Gamma(\alpha)} \lim_{\Delta t \to 0} \sum_{n=0}^{\infty} \frac{f(t_0 + n \Delta t, x(t_0 + n \Delta t))}{(t_0 - t)^{-\alpha} \Delta t}
\]

\[
\leq \frac{1}{\Gamma(\alpha)} \lim_{\Delta t \to 0} \sum_{n=0}^{\infty} \frac{f(t_0 + n \Delta t, x(t_0 + n \Delta t))}{(t_0 - t)^{-\alpha} \Delta t}
\]

\[
= \frac{1}{\Gamma(\alpha)} \lim_{\Delta t \to 0} \int_{t_0}^t \frac{f(t_0 + n \Delta t, x(t_0 + n \Delta t))}{(t_0 - t)^{-\alpha} \Delta t} dt
\]

\[
= t_0 D_t^{-\alpha} \| f(t, x(t)) \|.
\]

Here we have used the triangle inequality to derive (16).

**Theorem 3.9.** If \( x = 0 \) is an equilibrium point of system (11), \( f \) is Lipschitz on \( x \) with Lipschitz constant \( l \) and is piecewise continuous with respect to \( t \), then the solution of (11) satisfies

\[
\| x(t) \| \leq \| x(t_0) \| E_{\alpha}(l(t - t_0)^{\alpha}),
\]

where \( \alpha \in (0,1) \).

**Proof:** By applying the fractional integral operator \( t_0 D_t^{-\alpha} \) to both sides of (11), it follows from (7), Lemma 3.1 and the Lipschitz condition that

\[
\| x(t) \| - \| x(t_0) \| \leq \| x(t) - x(t_0) \| = \| t_0 D_t^{-\alpha} f(t, x(t)) \| \leq t_0 D_t^{-\alpha} \| f(t, x(t)) \| \leq l \| t_0 D_t^{-\alpha} \| x(t) \|,
\]

where \( f(t) = \int_{t_0}^t x(\tau) d\tau |_{t_0}^t = 0 \). There exists a nonnegative function \( M(t) \) satisfying

\[
\| x(t) \| - \| x(t_0) \| = l \| t_0 D_t^{-\alpha} \| x(t) \| - M(t).
\]

By applying the Laplace transform (L{ }) to (18), it follows that

\[
\| x(s) \| = E_{\alpha}(L{\| x \|}) \| x(t_0) \| E_{\alpha}(l(s - t_0)^{\alpha})\frac{s^{\alpha-1}}{s^{\alpha-1} - l},
\]

where \( \| x(s) \| = L{\| x \|} \). Applying the inverse Laplace transform to (19) gives

\[
\| x(t) \| = \| x(t_0) \| E_{\alpha}(l(t - t_0)^{\alpha}) - M(t) \ast \{ t^{-1} E_{\alpha,0}(l(t - t_0)^{\alpha}) \}
\]

\[
= \{ l \| t_0 D_t^{-\alpha} \| x(t_0) \| E_{\alpha}(l(t - t_0)^{\alpha}) \} + \{ l \| t_0 D_t^{-\alpha} \| x(t_0) \| E_{\alpha}(l(t - t_0)^{\alpha}) \} \geq 0.2
\]

Then it follows that

\[
\| x(t) \| \leq \| x(t_0) \| E_{\alpha}(l(t - t_0)^{\alpha}).
\]

**Remark 3.10.** In Theorem 3.9, if \( \alpha = 1 \), it follows that [Sastry and Bodson, 1989]

\[
\| x(t) \| \leq \| x(t_0) \| e^{l(t-t_0)}.
\]

**Remark 3.11.** In the proof of Theorem 3.9, we cannot establish \( \| x(t) \| E_{\alpha}(-l(t - t_0)^{\alpha}) \leq \| x(t) \| \) because the relationship between \( \| t_0 D_t^{-\alpha} f(t, x(t)) \| \) and \( \| t_0 D_t^{-\alpha} \| x(t) \| \) cannot be asserted as in the integer-order case. To show this, let us use the Grunwald-Letnikov form of the definition of fractional integral, so we have

\[
\| t_0 D_t^{-\alpha} f(t, x(t)) \|
\]

1 We used the fact that \( \| x(t_0) \| \) is a finite constant.
2 This inequality can be derived directly from the definition of Mittag-Leffler function (8).
fractional order operators. That is, the nonlinear dynamic sys-

\[ \lim_{h \to 0} h^{-\alpha} \left\{ \sum_{r=0}^{n} \frac{[-\alpha]}{r!} x(t+h-rh) - \frac{[\alpha]}{n!} x(0) \right\} \]

and

\[ \lim_{h \to 0} h^{-\alpha} \left\{ \sum_{r=0}^{n} \frac{[-\alpha]}{r!} \|x(t+h-rh)\| - \frac{[\alpha]}{n!} \|x(0)\| \right\} \]

where

\[ \left[ \begin{array}{c} \zeta \\ \eta \end{array} \right] = \frac{\zeta(\zeta+1) \cdots (\zeta+\eta-1)}{\eta!} \]

Clearly, the relationship between \( \| C_{t_0}D_t^\alpha x(t) \| \) and \( \| C_{t_0}D_t^\alpha ||x(t)|| \) cannot be established as in integer-order case.

4. MITTAG-LEFFLER STABILITY

Lyapunov stability provides an important tool for stability analysis in nonlinear systems. In fact, stability issues have been extensively covered by Lyapunov and there are several tests associated with this name. We primarily consider what is often called, Lyapunov’s direct method which involves finding a Lyapunov function candidate for a given nonlinear system. If such a function exists, the system is stable. Applying Lyapunov’s direct method is to search for an appropriate function. Note that Lyapunov direct method is a sufficient condition which means if one cannot find a Lyapunov function candidate to conclude the system stability property, the system may still be stable and one cannot claiming the system is not stable. In this paper, we extend Lyapunov direct method by considering incorporating fractional order operators. That is, the nonlinear dynamic systems itself could be fractional order as well as the evolution of the Lyapunov function could be time-fractional order. Let us first define the stability in sense of Mittag-Leffler.

Definition 4.1. (Mittag-Leffler Stability) The solution of (13) is said to be Mittag-Leffler stable if

\[ \| x(t) \| \leq \left\{ m|x(t_0)| (t-t_0)^{-\gamma} E_{\alpha,1-\gamma}(-\lambda(t-t_0)^\alpha) \right\}^b, \]

where \( t_0 \) is the initial time, \( \alpha \in (0,1), \gamma \in [0,1-\alpha], \lambda \geq 0, b > 0, m(0) = 0, m(x) \geq 0, \) and \( m(x) \) is locally lipschitz on \( x \in \mathbb{B} \subset \mathbb{R}^n \) with Lipschitz constant \( m_0 \).

The reason we choose (20) as the definition of Mittag-Leffler Stability is that

\[ \frac{d^\alpha}{dt^\alpha} E_\alpha(-\lambda^\alpha) = \frac{\partial^\alpha}{\partial s^\alpha} E_\alpha(-\lambda^\alpha) \]

is a completely monotonic function for \( \alpha \in (0,1), \lambda > 0 \) and \( \gamma \in [0,1-\alpha] \) [Appleby and Reynolds, 2002; Miller and Samko, 2001].


Remark 4.3. Let \( \lambda = 0 \), it follows from (20) that

\[ \| x(t) \| \leq \left\{ \frac{m(x(t_0))}{|1-\gamma|} (t-t_0)^{-\gamma} b \right\} \]

which implies that the power-law stability is a special case of the Mittag-Leffler stability.

Remark 4.4. The following two statements are equivalent:

(a) \( m(x) \) is Lipschitz with respect to \( x \).

(b) There exist a Lipschitz constant \( m_0 \) satisfying

\[ \| m(x_1) - m(x_2) \| \leq m_0 \| x_1 - x_2 \|. \]

As a special case, when \( x_2 = 0 \), it follows from (20) that

\[ \| m(x_1) \| \leq m_0 \| x_1 \|. \]

Without loss of generality, the initial time can be taken as \( t_0 = 0 \).

5. FRACTIONAL ORDER EXTENSION OF LYAPUNOV DIRECT METHOD

By using the Lyapunov direct method, we can get the asymptotic stability of the corresponding systems. In this section, we extend the Lyapunov direct method to the case of fractional order systems, which leads to the Mittag-Leffler stability.

Theorem 5.1. Let \( x = 0 \) be an equilibrium point for the system (13) and \( \mathcal{D} \subset \mathbb{R}^n \) be a domain containing the origin. Let \( V(t, x(t)) : [0, \infty) \times \mathcal{D} \to \mathbb{R} \) be a continuously differentiable function and locally Lipschitz with respect to \( x \) such that

\[ \alpha_1 \| x \|^a \leq V(t, x(t)) \leq \alpha_2 \| x \|^b, \]

where \( t \geq 0, x \in \mathcal{D}, \beta \in (0,1), \alpha_1, \alpha_2, \alpha_3, a \) and \( b \) are arbitrary positive constants. Then \( x = 0 \) is Mittag-Leffler stable. If the assumptions hold globally on \( \mathbb{R}^n \), then \( x = 0 \) is globally Mittag-Leffler stable.

Proof: It follows from equations (21) and (22) that

\[ \frac{C}{\alpha_2} D_t^\beta V(t, x(t)) \leq \frac{\alpha_3}{\alpha_2} V(t, x(t)). \]

There exists a nonnegative function \( M(t) \) satisfying

\[ \frac{C}{\alpha_2} D_t^\beta V(t, x(t)) + M(t) = \frac{\alpha_3}{\alpha_2} V(t, x(t)). \]

Taking the Laplace transform of (23) gives

\[ s^\beta V(s) - V(0) s^{\beta-1} + M(s) = -\frac{\alpha_3}{\alpha_2} V(s), \]

where nonnegative constant \( V(0) = V(0, x(0)) \) and \( V(s) = \mathcal{L}\{V(t, x(t))\} \). It then follows that

\[ V(s) = \frac{V(0) s^{\beta-1} - M(s)}{s^\beta + \frac{\alpha_3}{\alpha_2}}. \]

If \( x(0) = 0 \), namely \( V(0) = 0 \), the solution to (13) is \( x = 0 \). If \( x(0) \neq 0, V(0) > 0 \). Because \( V(t, x) \) is locally Lipschitz with respect to \( x \), it follows from Theorem 3.7 and the inverse Laplace transform that the unique solution of (23) is

\[ V(t) = V(0) E_{\beta, \beta}(-\frac{\alpha_3}{\alpha_2}) - M(t) * \left[ t^{\beta-1} E_{\beta, \beta}(-\frac{\alpha_3}{\alpha_2}) \right]. \]

Since both \( t^{\beta-1} \) and \( E_{\beta, \beta}(-\frac{\alpha_3}{\alpha_2}) \) are nonnegative functions, it follows that

\[ V(t) \leq V(0) E_{\beta, \beta}(-\frac{\alpha_3}{\alpha_2}). \]

Substituting (25) into (21) yields

\[ \| x(t) \| \leq \left[ \frac{V(0)}{\alpha_1} E_{\beta, \beta}(-\frac{\alpha_3}{\alpha_2}) \right]^{\frac{1}{b}}, \]

where \( \frac{V(0)}{\alpha_1} > 0 \) for \( x(0) \neq 0 \).
Let \( m = \frac{V(0)}{\alpha_1} = \frac{V(0,x(0))}{\alpha_1} \geq 0 \), then we have
\[
\|x(t)\| \leq \left[ m E_\beta\left(-\frac{\alpha_3 t^\beta}{\alpha_2}\right)\right]^\frac{1}{\beta},
\]
where \( m = 0 \) holds if and only if \( x(0) = 0 \). Because \( V(t,x) \) is locally Lipschitz with respect to \( x \) and \( V(0,x(0)) = 0 \) if and only if \( x(0) = 0 \), it follows that \( m = \frac{V(0,x(0))}{\alpha_1} \) is also Lipschitz with respect to \( x(0) \) and \( m(0) = 0 \), which imply the Mittag-Leffler stability of system (13).

**Lemma 5.1.** Let \( \beta \in (0,1) \) and \( M(t) \) be an arbitrary nonnegative function on \( t \in [0, \infty) \), then
\[
C^\beta D^\beta_0 M(t) \leq a D^\beta_0 M(t),
\]
where \( D \) and \( C^\beta D \) are the Riemann-Liouville and the Caputo fractional operators, respectively.

**Proof:** By using (7), we have
\[
C^\beta D^\beta_0 M(t) = a D^\beta_0 \frac{d}{dt} M(t) = a D^\beta_0 M(t) - \frac{M(0)t^{-\beta}}{\Gamma(1-\beta)}.
\]
Because, \( \beta \in (0,1) \) and \( M(t) \geq 0 \),
\[
\frac{C^\beta D^\beta_0 M(t)}{a D^\beta_0 M(t)} \leq 0.
\]

**Theorem 5.2.** Assume that the assumptions in Theorem 5.1 are satisfied except replacing \( C^\beta D^\beta_0 \) by \( D^\beta_0 \), then we have
\[
\|x(t)\| \leq \left[ \frac{V(0)}{\alpha_1} E_\beta\left(-\frac{\alpha_3 t^\beta}{\alpha_2}\right)\right]^\frac{1}{\beta}.
\]

**Proof:** It follows from Lemma 5.1 and \( V(t,x) \geq 0 \) that
\[
C^\beta D^\beta_0 V(t,x(t)) \leq a D^\beta_0 V(t,x(t)),
\]
which implies
\[
C^\beta D^\beta_0 V(t,x(t)) \leq a D^\beta_0 V(t,x(t)) \leq -\alpha_3 \|x\|^{\alpha_3}.
\]
Following the same proof in Theorem 5.1 yields
\[
\|x(t)\| \leq \left[ \frac{V(0)}{\alpha_1} E_\beta\left(-\frac{\alpha_3 t^\beta}{\alpha_2}\right)\right]^\frac{1}{\beta}.
\]

We pay special attention to the Mittag-Leffler stability for the following reasons. First, as shown in Remark 4.2, the Mittag-Leffler stability implies asymptotic stability. Second, the convergence speed of the corresponding system is an important character when evaluating the system. The Mittag-Leffler stability shows a faster convergence speed than the exponential stability near the origin, which can be illustrated by the following two derivatives.
\[
\begin{align*}
\left\{ \frac{d}{dt}[e^{-\lambda t}] \right\}_{t=0} &= -\lambda e^{-\lambda t}|_{t=0} = -\lambda, \\
\left\{ \frac{d}{dt}[E_\beta(-\lambda t^\beta)] \right\}_{t=0} &= -\infty,
\end{align*}
\]
where \( \beta \in (0,1) \) and \( \lambda > 0 \). Because \( e^\lambda = E_\beta(0) = 1 \), it follows from the comparison principle that \( E_\beta(-\lambda t^\beta) \) decreases much faster than \( e^{-\lambda t} \) near the origin.

6. FRACTIONAL LYAPUNOV DIRECT METHOD BY USING THE CLASS-\( K \) FUNCTIONS

In this section, the class-\( K \) functions are applied to the analysis of fractional Lyapunov direct method.
Case 2: Assume that there exists a positive constant $\varepsilon$ such that $g(t) \geq \varepsilon$ for $t \geq 0$. Then it follows from (31) that

$$0 < \varepsilon \leq g(t) \leq g(0), \quad t \geq 0. \quad (32)$$

Substituting (32) to (30) gives

$$-\alpha_3(\alpha_2^{-1}(g(t))) \leq -\alpha_3(\alpha_2^{-1}(\varepsilon)) = -\alpha_3(\alpha_2^{-1}(\varepsilon)) \frac{g(0)}{g(0)} \leq -lg(t),$$

where $0 < l = \frac{\alpha_3(\alpha_2^{-1}(\varepsilon))}{g(0)}$. It then follows that

$$\frac{C_0}{\alpha} D^\alpha_t g(t) = -\alpha_3(\alpha_2^{-1}(g(t))) \leq -lg(t).$$

Following the same proof in Theorem 5.1 gives

$$g(t) \leq g(0)E_{\beta}(-lt^\beta),$$

which contradicts the assumption that $g(t) \geq \varepsilon$.

Based on the discussions in both Case 1 and Case 2, we have $g(t)$ tends to zero as $t \to \infty$. Because $V(t, x(t))$ is bounded by $g(t)$, it follows from (28) that $\lim_{t \to \infty} x(t) = 0$.

Theorem 6.4. If the assumptions in Theorem 6.3 are satisfied except replacing $\frac{C_0}{\alpha} D^\alpha_t$ by $0D^\alpha_t$, then we have $\lim_{t \to \infty} x(t) = 0$.

Proof: It follows from Lemma 5.1 and $V(t, x) \geq 0$ that

$$\frac{C_0}{\alpha} D^\alpha_t V(t, x(t)) \leq 0D^\alpha_t V(t, x(t)),$$

which implies

$$\frac{C_0}{\alpha} D^\alpha_t V(t, x(t)) \leq 0D^\alpha_t V(t, x(t)) \leq -\alpha_3(\|x\|).$$

Following the same proof in Theorem 6.3 gives $\lim_{t \to \infty} x(t) = 0$.

Remark 6.5. For the corresponding integer-order cases, please see [Khalil, 2002].

7. AN ILLUSTRATIVE EXAMPLE

The following illustrative example is used as a proof of concept.

Example 7.1. For the fractional system

$$0D^\alpha_t|x(t)| = -|x(t)|, \quad (33)$$

where $\alpha \in (0, 1)$. Consider the Lipschitz function candidate $V(t, x) = |x|$, it follows from Lemma 5.1 that

$$\frac{C_0}{\alpha} D^\alpha_t V = \frac{C_0}{\alpha} D^\alpha_t |x| \leq 0D^\alpha_t |x| = 0D^\alpha_t V \leq -|x|.$$

Let $\alpha_1 = \alpha_2 = 1$ and $\alpha_3 = -1$, applying them in Theorem 5.1 gives

$$|x(t)| \leq |x(0)|E_{\alpha}(-t^\alpha).$$

Remark 7.2. If we use the Laplace transform directly on $0D^\alpha_t|x(t)| = -|x(t)|$, it follows from (2.248) in [Podlubny, 1999b] that

$$s^\alpha \mathcal{L}(|x(t)|) - |x(0)|E_{\alpha}(-t^\alpha).$$

Applying the inverse Laplace transform to (34) gives

$$|x(t)| \leq |x(0)|E_{\alpha}(-t^\alpha),$$

where $0D^\alpha_t| |x(t)| = 0$ for any finite $x(0)$, which implies that the stabilization of system $0D^\alpha_t|x(t)| = -|x(t)|$ cannot be derived directly from solving (33). However, in Example 7.1, we can not only prove the asymptotic but also the Mittag-Leffler stability of Riemann-Liouville system (33).

8. CONCLUSION AND FUTURE WORKS

In this paper, we studied the stabilization of nonlinear fractional order dynamic systems. We discussed fractional nonautonomous systems and the application of the Lipschitz condition to fractional order systems. We proposed the definition of Mittag-Leffler stability and the fractional Lyapunov direct method, which enriches the knowledge of both the system theory and the fractional calculus. We introduced the fractional comparison principle. We partly extended the application of Riemann-Liouville fractional systems by using fractional comparison principle and Caputo fractional systems. An illustrative example was provided to demonstrate the applicability of the proposed approach.

Our future works include the Mittag-Leffler stability of multivariable fractional systems and the searching to Lyapunov functions of fractional systems.
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