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Abstract—In this paper, we propose a new fault-tolerant and congestion-aware adaptive routing algorithm for Networks-on-Chip (NoCs). The proposed algorithm is based on the ball-and-string model and employs a distributed approach based on partitioning of the regular NoC architecture into regions controlled by local monitoring units. Each local monitoring unit runs a shortest path computation procedure to identify the best routing path so that highly congested routers and faulty links are avoided while latency is improved. To dynamically react to continuously changing traffic conditions, the shortest path computation procedure is invoked periodically. Because this procedure is based on the ball-and-string model, the hardware overhead and computational times are minimal. Experimental results based on an actual Verilog implementation demonstrate that the proposed adaptive routing algorithm improves significantly the network throughput compared to traditional XY routing and DyXY adaptive algorithms.
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I. INTRODUCTION

The Network-on-Chip (NoC) concept replaces design-specific global on-chip wires with a generic on-chip interconnection network realized by specialized routers that connect generic processing elements (PE). It represents a paradigm change from computation to communication centric design for Systems-on-Chip (SoCs) [1], [2]. The benefits of the NoC based SoC design include scalability, predictability, and higher bandwidth with support for concurrent communications.

Data are transferred between PEs organized as packets along paths computed by the routing algorithm. There are two types of routing strategies: deterministic and adaptive routing. In deterministic routing, the routing path is completely determined by the source and destination addresses. Its advantages include the simplicity of the router architecture and the deadlock free property. Due to the simpler hardware logic, deterministic routing offers lower flit latency when the NoC is not congested. However, as the packet injection rate increases and some of the links and routers become congested, deterministic routing is likely to suffer from throughput degradation as it can not dynamically respond to network congestion [3]. In addition, permanent link failures may render the NoC inoperable. In contrast, adaptive routing takes into consideration the traffic variations in the network and computes dynamically alternative paths to route data via less congested regions. Moreover, if the NoC architecture is equipped with link failure detection mechanisms, adaptive routing can address these failures and thereby facilitate fault tolerance [4], [5]. However, due to the hardware overhead to implement the detection mechanisms and to compute good routing paths, adaptive routing has a higher latency at low levels of network congestion. Also, dynamic routing has to be designed so that it ensures deadlock free property.

II. RELATED WORK AND CONTRIBUTION

Adaptive routing has attracted a lot of attention recently. The DyAD routing algorithm proposed in [6] is a hybrid approach, which switches between deterministic routing at low packet injection rates and dynamic routing when the network congestion increases. An adaptive routing architecture based on a dynamic programming (DP) network to provide optimal path planning is proposed in [7]. It has introduced a scalable k-step look ahead routing strategy to reduce routing tables storage and to maintain a high quality of adaptation. The routing method in [8] utilizes information from all routers in the source-target path to perform traffic routing. The source units use the information on network conditions to adjust the parameters that configure the path to the target router. A dynamic routing algorithm based on monitoring the congestion status of the neighboring routers is studied in [3]. In [9] the objective is to route packets to their destination using a path that is as free as possible of congested nodes. The algorithm tries to use the situations of indecision occurring when the routing function returns several admissible output channels. In [10] a centralized monitoring system is used to locate congested links and detour them. However the proposed method is not scalable to the hundreds of cores that may soon be integrated on a SoC. Authors in [11] have proposed an adaptive routing scheme where intermediate routers make decisions locally depending on the available bandwidth in each direction to the neighboring routers and on the distance between current and the destination routers. A congestion aware routing algorithm, which sends congestion monitoring
values in parts of the network beyond adjacent routers, is proposed in [12].

Several papers focusing on fault tolerant routing algorithms have recently been published. Reconfigurable architectures have been employed in several papers to address faults. The Vicis NoC architecture proposed in [13] can tolerate the loss of routers and links due to wearout induced hard faults. Network level reconfiguration is implemented by rewriting the routing tables based on the information from the built-in-self-test (BIST) units in each router. A reconfigurable fault-tolerant deflection routing algorithm based on reinforcement learning for NoC has been proposed in [14]. The algorithm reconfigures the routing tables through reinforcement learning based on 2-hop fault information. In [15] a routing algorithm that boosts the robustness of interconnect networks by reconfiguration to avoid faulty components while maintaining connectivity and correct operation has been proposed. A lightweight fault-tolerant mechanism based on the notion of default backup paths (DBPs) has been proposed in [16]. It uses nominal redundancy to maintain network connectivity of healthy NoC routers and on-chip PEs in the presence of hard failures. Most previous works on adaptive routing report simulation results achieved with simulators developed in a programming language (e.g., C++, SystemC). Therefore, they typically do not report actual area overheads due to the lack of actual hardware implementation details. In addition, they address either congestion issues or errors (e.g., transient, intermittent, permanent failures).

In this paper, we develop a new distributed adaptive algorithm designed to address both congestion and link failures. Our main contribution is as follows: (i) We develop a new NoC architecture which partitions the regular NoC architecture into regions controlled by local monitoring units. Each local monitoring unit runs a shortest path computation procedure to identify the best routing path so that highly congested routers or failed links are avoided, (ii) We propose the use of a ball-and-string model based shortest path computation method, which together with the decentralized region based routing approach leads to minimal hardware overhead, and (iii) The proposed NoC architecture and routing strategy are implemented in Verilog with Virtex 5 as the target FPGA fabric. The experimental results on multimedia benchmarks demonstrate the ability of the proposed routing algorithm to significantly improve the network throughput.

III. PROPOSED ADAPTIVE ROUTING

In this section we describe the proposed dynamic routing algorithm based on the ball-and-string model for regular mesh NoC topologies.

A. General NoC Topology Description

For simplicity, we assume a regular mesh NoC topology to describe and apply the proposed dynamic routing algorithm. However, the proposed routing algorithm can also be extended to irregular NoCs. Regular mesh NoCs are 2D arrays of routers. Adjacent routers are connected via bi-directional links or channels. An example of a $3 \times 3$ mesh NoC is shown in Fig.1.a. The router has a pipelined architecture where routing computation (RC), virtual channel allocation (VA) and switch allocation (SA), and switch traversal (ST) are the main pipeline stages. The block diagram of the router is shown in Fig.1.b. To minimize the required buffering space, in this paper we assume wormhole switching. The router architecture will be modified to add support for the adaptive routing — this will be described in a later section.

B. Ball-and-String Model based Shortest Path Computation Procedure

The main idea of shortest paths computation is (1) to associate a directed graph $G(V, E)$ with the NoC topology, (2) to assign edge weights proportionally to congestion, and (3) to develop a procedure to find the shortest paths in this graph for any given source node.

To compute edge weights we propose to use buffer occupancies, which are readily available in a typical NoC. More specifically, the weight is computed as the summation of the numbers of memory slots used in the output buffers of the upstream router and of memory slots used in the input buffers of the downstream router. For example, Fig.2.a illustrates the computation of the edge weight of an individual link. Fig.2.b shows the edge weights for a graph associated with a $3 \times 2$ NoC. Formally, for the purpose of computing the shortest paths the edge weights $w_{ij}, i = 1, ..., |V|, j = 1, ..., |V|$ are computed as follows:

$$w_{ij} = \begin{cases} 
\text{Used memory slots} & \text{if } (v_i, v_j) \in E, \forall v_i, v_j \in V \\
\infty & \text{otherwise}
\end{cases}$$

(1)

Each time the shortest path procedure is invoked, the shortest path for each source-destination communication pair will be computed so that the path cost is minimized:

$$Min : \sum_{i=1}^{V} \sum_{j=1}^{V} y_{ij} \times w_{ij}$$

(2)

where $y_{ij}$ is a binary variable, which indicates if the link $(v_i, v_j) \in E$ is used or not as a part of the path.

The procedure for the shortest path computation is based on the parallel shortest path searching algorithm proposed in [17], which is similar to the ball-and-string model studied...
in [18], [19]. The shortest path procedure will identify the best paths for packets to travel to their destinations under the congestion conditions that exist at the time of edge weights computation. To account for the changes in these conditions (due to the changes in network traffic) the procedure will be called periodically multiple times. Therefore, it is important for the implementation of such a procedure to be fast and to require minimal hardware resources. Our custom implementation of this algorithm utilizes the adjacency matrix \(A\) of the network graph — referred to as the network matrix because each entry stores the corresponding edge weight (i.e., \(a_{ij} = w_{ij}\)). In addition, it utilizes a specialized array — referred to as the parent-array — which stores the IDs of predecessor node (or the parent node) of each node along the shortest path. For example, the network matrix and the parent-array initialized to zero of the network graph from Fig.2.b are shown in Fig.2.c.

To illustrate how the algorithm works, we use the example from Fig.2.b. Let us assume node \(v_1\) as the source. In the first step of the algorithm, all entries in the first column of the network matrix are set to infinity. Also, the minimum value in the first row is found and then subtracted from each entry of the first row (see Fig.3.a). Because \(a_{14} = 0\), the shortest path to \(v_4\) is already determined and \(v_1\) is recorded in the forth column of the parent-array. Then, all entries in the fourth column of the network matrix are also set to infinity as shown in Fig.3.a. In the next step of the algorithm, the minimum value among the entries of the first and fourth rows is identified and subtracted from the entries of these rows as shown in Fig.3.b. Because \(a_{12} = 0\) and \(a_{45} = 0\), the shortest paths to \(v_2\) and \(v_5\) are also determined at this time and these two nodes are recorded in the second and fifth columns of the parent-array. Also, all entries in the second and fourth columns are set to infinity. This process is repeated until all entries in the network matrix are set to infinity. At this time, all entries in the parent-array store the predecessors of each node, which can be back-traced to construct the shortest path from the source \(v_1\) to any node in the graph.

Fig.4 illustrates how the network matrix and the parent-array are implemented. To minimize the memory usage for storing and manipulating matrices, in our actual hardware implementation (described in detail in a later section) we use registers to store only the entries that are initially non-infinity in the network matrix. In other words, for example in Fig.2 we know that \(a_{16}\) and \(a_{61}\) will remain equal to infinity throughout the shortest paths computation process — due to the regular mesh NoC topology which tells us that there is no direct connection between nodes \(v_1, v_6\). Therefore, there is no need to allocate and manipulate memory for these entries of the network matrix. However, we need to use two additional registers shown as “Fixed” and “Flag” in Fig.4. Each time when the entries of a given column must be set to infinity only the corresponding entry of the “Fixed” register is set to 1. This eliminates the need for the infinity value, which is difficult to define in a simple hardware implementation. The “Flag” register is used to mark the rows which are processed currently. For example, once it is known that the first and fourth rows are to be processed next, their corresponding entries in the “Flag” register are set to 1. In our hardware implementation, even though the design time was slightly longer this custom implementation of the network matrix reduced significantly the memory usage.

Using the additional registers, the pseudocode of the shortest path algorithm is presented in Algorithm 1.
except the two edges corresponding to the links between routers from different partitions. For adjacent routers, they are interconnected to be able to share information. For example consider a situation when a packet arrives to router 2 in partition 1 via the boundary-crossing link between routers {3, 2} (shown in thicker line in Fig.6). In this case, the source node in the shortest path procedure will correspond to router 2. LMU1 will extract the destination address from the header flit. If the destination router is located inside partition 1 or is one of the adjacent routers {9, 10}, then LMU1, which has already computed the shortest paths, will update the header flit (Fig.9) with the shortest path routing information. If the destination is in partition 3, then the header flit will be updated with the routing information toward one of the routers {9, 10} — to the one with the shortest path — and packets will be routed accordingly. Then, LMU3 will be responsible with routing to the final destination inside partition 3.

As another example, let us consider the source-destination pair v11, v16. Because the destination is in partition 4, the algorithm will first find the shortest path to either of the routers {3, 7, 9, 10} in partitions 2 and 3. Assuming that the shortest path is to router 7, the packets may be routed as shown in Fig.6. Then, LMU2 will be responsible with routing packets toward partition 4. This will be done by utilizing the shortest path from the source 7 to either of the routers {9, 10}. If this path is to the router 11 as shown in Fig.6, then LMU4 will be responsible with routing along the shortest path from the local source 11 to the final destination 16.

### Algorithm 1: Shortest path computation

1. ∀i, Fixed(i) ← 1, Flag(i) ← 1 if node i is source, 0 otherwise
2. |Parent|_{n×n} ← [0]_{n×n}
3. Initialize network matrix [A]_{n×n} based on network graph
4. while (Flag ≠ [1]_{n×n}) do
5. for i ← 1 to n do
6. for j ← 1 to n do
7. A(i, j) = Flag(i) × Fixed(j) × A(i, j)
8. end for
9. end for
10. Find the non-zero minimum of A*(i, j)
11. for i ← 1 to n do
12. for j ← 1 to n do
13. if Flag(i) = 1 then
14. A(i, j) = A(i, j) − minimum
15. end if
16. if A(i, j) = 0 then
17. Flag(i) = 0, Fixed(j) = 0, Parent(j) = i
18. end if
19. end for
20. end for
21. end while

Fig. 4. Illustration of the hardware implementation of network matrix.

Fig. 5. The pseudocode of the shortest path computation procedure.

### C. Adaptive Routing

To minimize the required extra hardware we propose a distributed (or decentralized) scheme for the implementation of the adaptive routing. The NoC is partitioned into several partitions (or regions) and each partition is managed by a local monitoring unit (LMU). LMUs represent the controllers responsible with routing packets that enter their partitions. For example, the 4 × 4 NoC from Fig.6 is partitioned into four equal regions controlled by four LMUs. Even though in this example the partitions have equal size, they may have different sizes too.

Each LMU is in charge with routing data to routers within its own partition and to the first-order neighboring routers adjacent to its own partition. To compute edge weights for links that connect routers from different partitions, adjacent LMUs are interconnected to be able to share information. For example in Fig.6, LMU1 is responsible for routing packets injected within the partition formed by the routers {1, 2, 5, 6} and the packets that arrive from adjacent routers {3, 7, 9, 10}. This LMU will implement the shortest path computation procedure described in the previous section, which will utilize the network matrix of the sub-graph corresponding to routers {1, 2, 3, 5, 6, 7, 9, 10} and all edges between these routers except the two edges corresponding to the links between routers {3, 7} and {9, 10}.

As an example consider a situation when a packet arrives to router 2 in partition 1 via the boundary-crossing link between routers {3, 2} (shown in thicker line in Fig.6). In this case, the source node in the shortest path procedure will correspond to router 2. LMU1 will extract the destination address from the header flit. If the destination router is located inside partition 1 or is one of the adjacent routers {9, 10}, then LMU1, which has already computed the shortest paths, will update the header flit (Fig.9) with the shortest path routing information. If the destination is in partition 3, then the header flit will be updated with the routing information toward one of the routers {9, 10} — to the one with the shortest path — and packets will be routed accordingly. Then, LMU3 will be responsible with routing to the final destination inside partition 3.

As another example, let us consider the source-destination pair v11, v16. Because the destination is in partition 4, the algorithm will first find the shortest path to either of the routers {3, 7, 9, 10} in partitions 2 and 3. Assuming that the shortest path is to router 7, the packets may be routed as shown in Fig.6. Then, LMU2 will be responsible with routing packets toward partition 4. This will be done by utilizing the shortest path from the source 7 to either of the routers {9, 10}. If this path is to the router 11 as shown in Fig.6, then LMU4 will be responsible with routing along the shortest path from the local source 11 to the final destination 16.

### D. Addressing Link Failures

As CMOS fabrication technologies move to nano-scale feature sizes, integrated circuits become more susceptible to manufacturing faults, transient faults, and aging mechanisms that can lead to permanent faults. In NoC architectures without fault tolerance mechanisms, permanent link failures can render the NoC inoperable. The adaptive algorithm proposed in this paper, can easily address link failures and thereby facilitate fault tolerance. When a link failure is detected inside a given partition, the corresponding LMU can remove that link from
the adjacency matrix. Hence, the shortest path computation procedure will compute thereafter paths formed by the remaining healthy links only.

E. Deadlock

Deadlock occurs when packets are unable to move forward because they are waiting on one another to release resources (i.e., there is a cyclic dependency between packets). This is undesirable because it can paralyze the operation of the network. Therefore, routing algorithms must be designed so that deadlock is avoided [1]. While the proposed routing algorithm is not designed to directly guarantee the deadlock free property\(^1\), it indirectly minimizes the likelihood of deadlock occurrence. If a deadlock situation occurs, the affected links (which do not see activity for long periods of time) can be interpreted as if they were congested or broken. Because, the proposed adaptive algorithm is called periodically, the new computed routing paths will avoid the affected links, thereby most likely eliminating the deadlock situation. In other words, in the event that a packet dependency occurs, it will be eliminated during the next call of the shortest path computation procedure, which will find a different path (using other links) along which packets can move forward.

IV. HARDWARE IMPLEMENTATION

The implementation of the adaptive routing requires changes in the NoC architecture. First, we added the local monitoring units and their connections as discussed in the previous section and as illustrated in Fig.7. Second, we design a new router architecture to provide support for the mechanics of the proposed routing algorithm as described below.

A. Modified Router Architecture

Because we use input and output buffers occupancies to compute edge weights, we modify the input and output buffers by adding local input and output control units as shown in Fig.8.

To minimize the router area, all buffers are implemented using registers instead of SDRAM structures. Input and output ports use 2 virtual channels. Messages are divided into packets, which are further divided into 3 flits (header, body, and tail). The header flit contains the routing information and destination address. Fig.9 shows the format of the header flit. Once a header flit arrives to the input port of a given router, the routing information (i.e., the output port ID to which the flit should be forwarded to) is provided by the local monitoring unit. When the header flit is received the routing bits are shifted as shown in Fig.9. Routers use the routing data bits to determine the output port. In this way the usage of routing tables is avoided. After gaining access to the output port and before the transfer to the output buffer is started, the input control unit (ICU) saves the destination port ID in the port ID control bits (see Fig.8.a) where it will be stored until after the tail flit of the same packet will traverse this router. The ICU also sets the “Port request” bit whenever a flit requests access to any output port.

At each positive edge of the clock the ICU computes the number of occupied slots in the input buffer. This information is sent to LMU, upstream router and arbiter. The “Full” bit (see Fig.8.a) is set to 1 when there is at least an empty slot available and this information is communicated to the upstream router.

Whenever there is an empty slot in the output buffers, the

\(^1\)Specialized adaptive algorithms can be designed to guarantee the deadlock free property, but at the expense of increased complexity and larger area penalty [20], [21].
output control unit (OCU) sets the “Full” bit in Fig.8.b and sends this info to the arbiter, which continuously monitors the output buffers. If an empty slot is available in the output buffer the arbiter will check if it is reserved or not. When both virtual channels of an output port are available the arbiter will select and grant access first the one with more empty slots. When the output buffer receives a header flit the arbiter will set the reserved bit to logic 1, which will be kept until after the tail flit will be received. The OCU also computes the number of used buffer slots (i.e., the output buffer occupancy), which is sent to the local monitoring unit, arbiter, and output interface unit. In addition, OCU also sets the “Request port” bit whenever a flit requests access to physical link. This bit is continuously monitored by the output interface unit.

The output interface unit shown in Fig.8.b functions as an arbiter. A packet in the output buffer will be sent to a virtual channel with more empty slots in the input port of the downstream router. When both output virtual channels compete over the physical link, the output interface unit will select and grant access first to the VC that has the least available memory. When the input buffer of the downstream router receives a header flit it will be marked as being reserved.

The shortest path computation requires eight clock cycles. Therefore, every other eight clock cycles the LMUs update the shortest paths. This period is small enough to ensure rapid response to changes in traffic as observed in our experiments.

V. EXPERIMENTAL RESULTS

To validate and test the proposed adaptive algorithm, we have coded in Verilog a 4 x 4 NoC prototype with an architecture similar to that shown in Fig.6. The NoC design is synthesized using the Xilinx ISE compiler [22] and the RTL implementation is verified via dynamic simulation. The target hardware platform is a Virtex 5 FPGA. The ISE tool is utilized to estimate total area. The static timing analysis feature of the ISE tool is used to measure and compute the average flit latency.

A. Adaptive Routing to Address Congestion

In the first set of experiments, we compare the proposed adaptive routing algorithm against the traditional XY routing. We also compare the proposed routing algorithm against DyXY adaptive algorithm [3] due to its popularity and ease of implementation. Even though DyXY was studied only based on simulations, we have implemented it in Verilog using our own adapted router architecture. The hardware implementation of other previously proposed adaptive routing algorithms is not available. Moreover, because of the complexity of these adaptive algorithms, their Verilog implementation is very challenging. Therefore, we restrict our experiments to comparisons against XY and DyXY algorithms.

We report our results for two multimedia benchmarks. The communication task graph (CTG) and optimized mapping of the first benchmark are from [23] and are shown in Fig.10. The injected traffic at all sources of the CTG is generated by local generators. The average number of injected packets at each source is proportional to the communication volume of each source-destination pair shown in Fig.10.a. The average latency is computed under the assumption that packets are consumed immediately upon arrival to their destinations. Fig.11 presents the average latencies achieved using the proposed adaptive routing algorithm, the traditional XY routing algorithm, and DyXY algorithm respectively. It can be observed that the proposed adaptive routing improves the network throughput at high packet injection rates. However, at low packet injection rates latency is slightly degraded compared to XY routing due to the delay penalty incurred in the hardware for adaptive routing support.

The communication task graph (CTG) and optimized mapping of the second benchmark are from [24] and are shown in Fig.12. Again the proposed adaptive routing improves the network throughput at high packet injection rates (Fig.13). The improvement in throughput and the extra hardware needed to implement the proposed algorithm is shown in Table I. Throughput is defined at the point where the latency is twice as the low packet injection rate latency. The extra hardware to implement the proposed algorithm is around 17%, which is less than 42% of [13]. The area penalty is slightly higher than the area penalty for the DyXY routing algorithm. However, note that DyXY routing algorithm is designed to address only congestion, while the proposed routing algorithm addresses both congestion and link failures for fault tolerance.

B. Adaptive Routing to Address Link Failures

In this section we investigate the performance of the proposed adaptive routing algorithm in the presence of link failures. We investigate the fault tolerance of the proposed routing algorithm...
TABLE I

<table>
<thead>
<tr>
<th>Routing algorithm</th>
<th>Extra hardware</th>
<th>Test Case</th>
<th>Throughput improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed algorithm</td>
<td>17%</td>
<td>Test case 1</td>
<td>21%</td>
</tr>
<tr>
<td>DyXY algorithm</td>
<td>12%</td>
<td>Test case 2</td>
<td>20%</td>
</tr>
</tbody>
</table>

algorithm for a number of injected link failures varied between 1 and 4. For each of these numbers, we randomly inject link failures several times and then we compute the average throughput. To keep the CPU computational runtimes of ISE tool within reasonable limits we study a simpler testcase whose mapping is shown in Fig.14. Each of the injected set of faults are handled by the proposed algorithm as described in Section III.D. The network throughput degradation as a function of the number of injected faults is shown in Fig.15. It can be noted that the network throughput degrades gracefully, which demonstrates the ability of the proposed routing algorithm to address link failures.

VI. CONCLUSION

We proposed a new fault-tolerant and congestion-aware adaptive routing algorithm for NoCs. To implement the proposed algorithm the NoC architecture is partitioned into regions controlled by local monitoring units. Each local monitoring unit runs a shortest path computation procedure to identify the best routing path so that highly congested routers are avoided. To dynamically react to continuously changing traffic conditions the procedure is invoked periodically. Because the procedure is based on the ball-and-string model, the hardware overhead and computational times are minimal. Experimental results based on an actual Verilog implementation demonstrate that the proposed adaptive routing algorithm improves significantly the network throughput compared to traditional XY routing and DyXY adaptive algorithms.
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