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Abstract

The requirement of information security on network has become more and more important. Cryptography is a method to provide information confidentiality, authenticity and integrity. There are so many challenges to implement cryptography algorithm such as execution time, memory requirement, and computation power. Parallel computation is a promising technique to improve the performance of cryptography algorithm. Mainly divide-and-conquer strategy is used in parallel computation to solve the algorithms in parallel by partitioning and allocating, number of given subtask to available processing units. Parallel computation can be performed using multicore processors by parallelizing the execution of algorithm in multiple cores. In this paper we explore the implementation of AES (Advanced Encryption Algorithm) cryptography algorithm on dual core processor by using OpenMP API to reduce the execution time.
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1. Introduction

Now a days computer networks are becoming more important for exchanging information. One of the most important requirements of these networks is to provide secure transmission of information from one place to another. Cryptography is one of the techniques which provide most secure way to transfer the sensitive information from sender to intended receiver [2]. Its main purpose is to make sensitive information unreadable to all other except the intended receiver. So Advanced Encryption Algorithm is one of the most important cryptography algorithms for hiding the sensitive information. But AES algorithm has many performance limitations such as memory requirement and execution time [1].

So one of the solutions to reduce the execution time of AES algorithm is by using parallel computation. Parallel computation is a method in which several computations can be carried out simultaneously on two or more microprocessors. Parallel computation can be performed by using multicore and multiprocessor computers having multiple processing elements within a single machine. OpenMP (Open multiprocessing) is one of the application programming interface which is supported by multicore architectures to provide multithreaded shared memory parallelism. OpenMP uses fork join model for the parallel execution of code. Execution of OpenMP programs begin as a single process: the master thread. The master thread executes sequentially until the first parallel region construct is encountered and then it creates a team of parallel threads. So, statements in the program that are enclosed within the parallel region construct are then executed in parallel among the various threads. So by using multicore architectures we can parallelize the execution of AES algorithm among different cores to reduce the execution time of the algorithm [8].
2. Advanced Encryption Algorithm

Advanced Encryption Standard is a symmetric key block-oriented cryptography algorithm. AES block cipher has 128, 192 or 256 bit key to encrypt or decrypt data in blocks of 128-bits [3]-[7]. Advanced Encryption Algorithm has a separate key expansion phase for the expansion of 128, 192 or 256-bit key so that these keys can be used in multiple rounds of encryption and decryption process.

Steps:
1) Input: Block size of 128 bit and 128, 192 or 256 bit key.
2) Perform simple bitwise XOR of the current block with the input key.
3) Perform the following steps 10, 12 and 14 times for 128,192 and 256 bit key respectively.
   • Substitute Byte step – Transformation by using non-linear byte substitution table (S-box) which operates on each of the bytes independently.
   • Shift row step - A simple permutation process that processes the State cyclically shifting the last three rows of the State by different offsets; Row 1 is circular left or right shift for encryption and decryption process respectively by one place, Row 2 by two, Row 3 by three places whereas, Row 0 remains unchanged [4].
   • MixColumns step - A substitution that make use of arithmetic over GF (28).
   • Add round Key Step – A simple bitwise XOR of the current block with a portion of extended key.

4) The key that is provided as input is expanded into an array of 44, 52 and 60, 32-bit words for 128,192 and 256 bit key respectively. This expanded key is used in each add round Key Step to perform bitwise XOR operation.
5) Repetition of step 3 for 10, 12 and 14 times for 128,192 and 256 bit key respectively will produce the cipher text as the output.

3. Parallel Implementation AES

Parallel implementation of Advanced Encryption Algorithm (AES) cryptography algorithm can be performed on multicore architectures by making the use of openMP API.

Multicore Architectures: A multicore system is a system which consists of two or more cores within a single processor. Here, core is nothing but a processing or execution unit. Multi-core architecture consists of two or more processing cores on the same chip. So, it is also referred as Chip Multiprocessor. In multi-core architecture design, each core has its own execution pipeline and each core has the resources required to run without blocking the resources needed by the other software threads.

Figure 1 shows the architecture of multi-core systems it has n number of processing cores integrated onto a single Chip. Each processing cores has its own private L1 cache and share a common L2 cache. The bandwidth between the L2 cache and main memory is shared by all the processing cores.
The dual core processor contains two-cores, quad-core processor contains four cores and so on. Multi-core processor supports multiprocessing into a single physical package. Different cores in a multicore system can be coupled together loosely or tightly. Some of the common network topologies to interconnect cores are ring, bus, 2-dimensional mesh, crossbar etc. Multicore system supports the concept of simultaneous multithreading. Figure 2 shows the multicore system with simultaneous multithreading. It permits several independent threads to execute simultaneously on the same core. So, in multicore systems no. of threads, can execute multiple numbers of tasks simultaneously

**OpenMP**

OpenMP (Open Multi-processing) is an application programming interface, it is jointly defined by a group of computer software and hardware vendors. OpenMP provides a scalable and portable model for developers of shared memory parallel applications. OpenMP supports programming languages C, C++ and FORTRAN on several architectures including Microsoft Windows and Unix platforms. Open MP uses fork-join model for the execution of any program or application. Fig3 shows the architecture of Fork-join model. All OpenMP program begins execution as a single thread of execution called the master thread. The master thread will executes in a single region until the first parallel construct is encountered. When a parallel construct is encountered then the master thread creates a team of parallel threads. The statements that are enclosed by the parallel region construct are then executed in parallel
among the various team threads. After the execution of all the statements within the parallel region, team threads will terminate and leaving only the master thread.

OpenMP mainly comprised of three components: Compiler directives, Runtime library routines and Environment variables. All Compiler directives are case sensitive. Some of the compiler directives are parallel region construct, section directive, single directive, barrier directive, master directive etc. Similarly some of the runtime library routines Omp_set_num_threads, Omp_get_num_threads, Omp_get_thread_num, Omp_get_num_procs, Omp_get_max_threads etc.

OpenMP supports the various environment variables for controlling the execution of parallel code. Some of the environment variables are OMP_SCHEDULE, OMP_NUM_THREADS, OMP_DYNAMIC, OMP_NESTED and OMP_STACKSIZE.

4. Implementation

The AES Cryptography algorithm has been implemented in dual core system by using OpenMP (Open multiprocessing) interface. Here we have parallelized the encryption and decryption process of AES cryptography algorithm by making the use of openMP directives, between the two cores to reduce the execution time. Figure 4 shows the flow chart for parallel implementation of encryption and decryption algorithm. File.txt is a text file for encryption/decryption, here its reading n-block of data at a time where n should be greater number such as 1000, 2000, 3000 etc., to achieve the better performance. So that first $n/2$ blocks can be assigned to core-0 for encryption/decryption, while another $n/2$ bocks can be assigned to core-1 for performing encryption/decryption. In this case we are performing encryption/decryption on multiple blocks of data simultaneously by using the concept of simultaneous multithreading some of the blocks by core-0 and some of the blocks by core-1. This process will continue till the end of the file and after the last encryption/decryption step it will give the encryption/decryption time for entire file.
5. Results and Performance Analyses

The implementation results reported in this section makes the comparison between the sequential and parallel implementation of AES block cipher. In this paper, AES algorithm which is implemented by using the dual-core processor has been checked for correct execution time of encryption and decryption in both sequential and parallel implementation in the environment of Visual Studio 2005, intel C++ Compiler, Windows Xp, Core 2 Duo-2.4GHz, and 1GB RAM.
Table 1. Execution Time of AES algorithm for Encryption

<table>
<thead>
<tr>
<th>Input File Size In KB</th>
<th>Time required for Encryption In seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sequential Implementation</td>
</tr>
<tr>
<td>1000</td>
<td>2.658211</td>
</tr>
<tr>
<td>2000</td>
<td>5.316412</td>
</tr>
<tr>
<td>3000</td>
<td>7.97529</td>
</tr>
<tr>
<td>4000</td>
<td>10.632945</td>
</tr>
<tr>
<td>5000</td>
<td>13.298456</td>
</tr>
<tr>
<td>6000</td>
<td>16.98965</td>
</tr>
</tbody>
</table>

Table 1 shows the execution time required by different size text files for encryption process. Here we reported two types of results. First of all, we show the execution time for different input plaintext size, in sequential implementation. Afterwards, we show the result of parallel implementation for same input plaintext size. Here it can be seen that implementation using parallel processing provides good performance. The mathematical formula to calculate the reduction in execution time (in %) for parallel implementation is as follows:

\[
\text{Time} = \frac{\text{time in sequential imp.} - \text{time in parallel imp.}}{\text{time in sequential implementation}} \times 100 \quad \text{……………………………(1)}
\]

Figure 5 shows graphical representation of time for encryption process. In this graph blue line shows the encryption time for sequential implementation and the red line shows the encryption time for parallel implementation. Graph shows the difference in execution time for sequential and parallel implementation for encryption process. Here we can see the performance improvement in the parallel implementation. In this it can be seen that the
performance is not fixed or constant for all file sizes. Here we reported that the performance of parallel implementation for small size file is less and it will increase as the file size will increase. But it will increase till a particular value and after that it will be a constant value. In our implementation value of reduction in time starts with 38% for very small size file and after that it will increase according to the file size but the maximum value for all the large files is 47%.

Table 2. Execution Time of AES Algorithm for Decryption

<table>
<thead>
<tr>
<th>Input File Size In KB</th>
<th>Time required for Decryption In seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sequential Implementation</td>
</tr>
<tr>
<td>1000</td>
<td>5.46287</td>
</tr>
<tr>
<td>2000</td>
<td>10.92637</td>
</tr>
<tr>
<td>3000</td>
<td>16.387643</td>
</tr>
<tr>
<td>4000</td>
<td>21.85154</td>
</tr>
<tr>
<td>5000</td>
<td>27.36353</td>
</tr>
<tr>
<td>6000</td>
<td>33.77453</td>
</tr>
</tbody>
</table>

Figure 6. Execution Time for Decryption

Table 2 shows the execution time required by different size text files for decryption process. Here also we reported two types of results. First of all, we show the execution time for different input plaintext size, in sequential implementation. Afterwards, we show the result of parallel implementation for same input plaintext size. Here also it can be seen that implementation using parallel processing provides good performance. Above mentioned formulae can be used to calculate the reduction in time for parallel implementation.
Figure 6 shows graphical representation of time for decryption process. In this graph, blue line shows the decryption time for sequential implementation and the red line shows the decryption time for parallel implementation. Graph shows the difference in execution time for sequential and parallel implementation for decryption process. Here we can see the performance improvement in the parallel implementation. In this also it can be seen that the performance is not fixed or constant for all file sizes. Here we reported that the performance of parallel implementation for small size file is less and it will increase as the file size will increase. But it will increase till a particular value and after that it will be a constant value. In our implementation value of reduction in time starts with 38% for very small size file and after that it will increase according to the file size but the maximum value for all the large files is 45%.

On the basis of results of implementation we have described algorithm to calculate the value of encryption and decryption process for both sequential and parallel implementation.

Calculate time ()
{
    Input: File size y in Kb
    Output: Execution time for y kb file size in seconds.
    Initialization:
        x← 1, i←1, count←0;
    Repeat while y!=0
        \( \delta_{i,0} \leftarrow y\%10 \)
        \( \delta_{i,1} \leftarrow x \)
        y← y/10
        x← x*10
        count← count+1
        i← i+1
    end while
    ET= c.[(\( \delta_{2,0} \times \delta_{2,1} \)+\( \delta_{1,0} \)] for \( 1\leq y \leq 99 \)
    ET = \( \sum_{n=3}^{\text{count}} \left( \sum_{2=1}^{\text{count}} c. \cdot \delta_{n,1} \right) \) \( c.[(\( \delta_{2,0} \times \delta_{2,1} \)+\( \delta_{1,0} \)] \)
    Where \( y \geq 100 \)
}

The following algorithm takes file size of y kb as a input and it will calculate the execution time as the output. Here \( \delta_{i,0} \) is a variable which stores the digits of input y, for e.g., value of y is 45366 then the value of \( \delta_{i,0} \)'s will be \( \delta_{1,0}=6 \), \( \delta_{2,0}=6 \), \( \delta_{3,0}=3 \), \( \delta_{4,0}=5 \), \( \delta_{6,0}=4 \). \( \delta_{i,1} \) is a variable which stores the numbers which are multiples of 10's. For \( \delta_{1,1} \) it will store 1, similarly \( \delta_{2,1}=10 \), \( \delta_{3,1}=100 \), \( \delta_{4,1}=1000 \), \( \delta_{5,1}=10000 \) and so on. Count is a variable which counts the total number of digits in the input file size. For 45366 kb file size value of count is 5. After this equation (1) is given to calculate the execution time if the file size is less than or equal to 99 kb. While equation (2) can be used to calculate the execution time for a file if the file size is greater than or equal to 100 kb.

In both the equations value of c is constant and it depends upon the processor speed. The value of c varies from processor to processor. Here we have given the value of c for Core 2 Duo- 2.4GHz processor. From the implementation we have reported that value of c for encryption process in sequential implementation is \( 2.6582*10^{-03} \) and for parallel
implementation is $1.6394045 \times 10^{-3}$. Similarly, value of \( c \) for decryption process in sequential implementation is $5.4626465 \times 10^{-3}$ and for parallel implementation is $3.38964 \times 10^{-4}$.

Here results of parallel implementation shows that the proposed system for implementation of AES cryptography algorithms using dual core architecture by using OpenMP application programming interface has been reduced the execution time for encryption and decryption processes. So by using parallel processing technique, we can improve the performance of the system.

6. Conclusion

In this paper, we have described concept of parallel programming by using multi-core processor. We have shown how to efficiently and effectively implement the Advanced Encryption Algorithm by using multicore systems and openMP API, extracting as much parallelism as possible from the algorithm in parallel implementation approach. We provided an extensive quantitative evaluation of execution time for both sequential and parallel implementation. After evaluation of execution time, we reported that parallel implementation of AES block cipher using dual-core (Intel Core 2 Duo) processor takes 40-45% less time for performing the encryption and decryption than the sequential implementation. These experiments allow us to confirm that, for the AES block cipher and similar algorithms, it is possible to efficiently use the multi-core processors for parallel implementation. Overall, we can conclude that multi-core processors provide an efficient and reliable way to implement AES cryptography algorithm.
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