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Abstract: In this work, we present a novel self-triggered control which aims at decreasing the number of sampling instants for the state feedback control of perturbed linear time invariant systems. The approach is based on convex embeddings that allow for designing a state-dependent sampling function guaranteeing the system’s exponential stability for a desired decay-rate and norm-bounded perturbations. One of the main contributions of this paper is an LMI based algorithm that optimizes the choice of the Lyapunov function so as to enlarge the lower-bound of the sampling function while taking into account both the perturbations and the decay-rate. The advantages of the approach are illustrated with a numerical example from the literature.
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1. INTRODUCTION

In the past decade, Networked Control Systems have become an important center of attention of researchers in control theory. These systems present numerous advantages, such as reduced wiring, plug and play devices, increased agility, and ease of maintenance. However, because they are often required to share a limited amount of resources, they generate fluctuations in the sampling intervals, which may result in unstable behaviours. This brings up new theoretical challenges.

In order to take into consideration these new difficulties, several works have studied the stability of sampled-data systems with time-varying sampling (Fujioka [2009], Fridman [2010], Seuret [2012], Liu and Fridman [2012], Fiter et al. [2012]).

More recently, another research direction has emerged, consisting in controlling dynamically the sampling instants so as to reduce the processor and/or network loads while ensuring the desired control performances. Two main approaches can be found in the literature:

- The first approach is the event-triggered control (Tabuada [2007], Lunze and Lehmann [2010], Heemels et al. [2011], Postoyan et al. [2011]), in which intelligent sensors send information to the controller when special events occur (for example when the system’s state leaves some boundary around the equilibrium point). In most works from the literature, this approach requires a dedicated hardware.

- The second approach is the self-triggered control (Mazo Jr. et al. [2010], Anta and Tabuada [2010], Wang and Lemmon [2010]), which emulates event-triggered control without dedicated hardware, by computing at each sampling instant a lower-bound of the next admissible sampling interval. In general in these works, no method is given to compute the Lyapunov function so as to optimize the lower-bound of the sampling intervals (i.e. in the worst case, independently of the system’s state).

Still more recently, in Fiter et al. [2012], the authors proposed a third dynamic sampling control approach, state-dependent sampling, which consists in designing the state-dependent sampling function (i.e. the self-triggered controller) offline, thanks to a mapping of the state space and linear matrix inequalities (LMIs). An advantage was that these LMIs could be used for optimizing the Lyapunov function, thus solving the issue mentioned previously regarding regular self-triggered control approaches. However, only ideal linear time invariant (LTI) systems were considered.

In the present work, we present a novel self-triggered control scheme in the case of LTI systems with unknown, exogenous, state-bounded perturbations. The communication links are assumed to react instantaneously (i.e. there is no communication delay). We guarantee the system’s exponential stability for a desired decay-rate using Lyapunov stability conditions and convexification arguments. One of the main contributions and advantages is the optimization of the Lyapunov function, taking into account both the effects of the sampling and the perturbation. It optimizes...
the lower-bound of the sampling intervals for the proposed self-triggered control scheme.

The paper is organized as follows. First, we state the problem in Section 2 and propose the main stability result in Section 3. Then, we design the self-triggered controller in Section 4. Finally, simulation results are shown in Section 5 before concluding in Section 6. All the proofs are given in the Appendix, along with intermediate results.

**Notations:** \( R_+ = \{ \lambda \in R, \lambda \geq 0 \}, \) \( R^n = \{ \lambda \in R, \lambda \neq 0 \}, \) \( N^* = \{ n \in N, n \neq 0 \}, \) and \( R^n_+ = R_+ \setminus \{ 0 \}. \) \( \lambda_{\text{max}}(M) \) denotes the largest eigenvalue of a symmetric matrix \( M \in R^{n \times n}. \) \( S_n^* \) (resp. \( S_n^{**} \)) is the set of positive (resp. positive definite) symmetric matrices \( P \geq 0 \) (resp. \( P > 0 \)) in \( R^{n \times n}. \) The symmetric elements of a symmetric matrix are denoted by \( * \). || is the Euclidean norm on \( R^n. \)

## 2. PROBLEM STATEMENT

### 2.1 System description

Consider the perturbed LTI system

\[
\dot{x}(t) = Ax(t) + Bu(t) + Ew(t), \quad \forall t \in R_+, \tag{1}
\]

where \( x : R_+ \rightarrow R^n, \) \( u : R_+ \rightarrow R^m, \) and \( w : R_+ \rightarrow R^n \) represent respectively the system state, the control function, and the exogenous disturbance. The matrices \( A, \) \( B, \) and \( E \) are constant with appropriate dimensions.

The control is a piecewise-constant state feedback

\[
u(t) = -Kx(t), \quad \forall t \in [t_k, t_{k+1}), \quad \forall k \in N, \tag{2}
\]

where the gain \( K \) is fixed and such that \( A-BK \) is Hurwitz.

The sampling instants \( t_k \) are defined by the self-triggered control law

\[
t_{k+1} = t_k + \tau(x(t_k)), \quad \forall k \in N, \tag{3}
\]

where \( \tau : R^n \rightarrow R_+ \) is a state-dependent sampling function to be designed.

The disturbance is assumed to be state-bounded:

\[
\exists W \geq 0, ||w(t)||^2 \leq W||x(t)||^2, \quad \forall t \in [t_k, t_{k+1}), \quad \forall k \in N. \tag{4}
\]

Such a perturbation can represent model uncertainties, local nonlinearities, or some kind of measurement noises.

We denote by \( S \) the closed-loop system \{1), (2), (3), (4)\}.

### 2.2 Objectives

Our goal is to design a sampling function \( \tau \) as large as possible and with a maximal lower-bound, while ensuring the exponential stability of \( S \) for a desired decay-rate \( \alpha \), also called \( \alpha \)-stability (i.e. such that there exists a scalar \( \gamma \) for which all trajectories satisfy \( ||x(t)|| \leq \gamma e^{-\alpha t}||x_0|| \) for any initial condition \( x_0 \)).

To this aim, we use the well known Lyapunov exponential stability property:

**Proposition 1.** (See Fridman [2010] for example) Consider a scalar \( \alpha > 0 \) and a quadratic Lyapunov candidate function \( V(x) = x^T P x, \) \( \forall x \in R^n, \) with \( P \in S_n^{**}. \) If the condition

\[
\dot{V}(x) + 2\alpha V(x) \leq 0 \tag{5}
\]

is satisfied for all trajectories of \( S, \) then the system is globally \( \alpha \)-stable.

Our objectives can then be formulated as:

**Objective 1:** Given a quadratic Lyapunov function \( V, \) design a lower-bound approximation of the optimal sampling function \( \tau_V(x) = \max \tau(x) \) such that (5) holds.

**Objective 2:** Find a quadratic Lyapunov function \( V \) such that there exists a sampling function \( \tau \) satisfying (5) with a minimum value \( \tau^* = \inf_{x \in R^n} \tau(x) \) as large as possible.

## 3. MAIN STABILITY RESULT

In this section, we provide sufficient stability conditions that depend on the time variable \( \sigma \neq t - t_k \) and on the sampled-state \( x \neq x(t_k). \)

The following result is obtained by bounding the effects of the perturbations on the system’s behaviour thanks to (4), by using the well known inequality (Cao et al. [1998])

\[
x^T y + y^T x \leq e^{-\epsilon t}x^T x + \epsilon y^T y, \tag{6}
\]

which is satisfied for any vectors \( x \) and \( y \) of same dimension, and any scalar \( \epsilon > 0. \)

**Theorem 2.** Consider a tuning parameter \( \epsilon > 0, \) scalars \( \alpha > 0 \) and \( W \geq 0, \) and a sampling function \( \tau : R^n \rightarrow R_+. \) Then, the system \( S \) is globally \( \alpha \)-stable if there exist a matrix \( P \in S_n^{**} \) and scalars \( \eta \geq 0 \) and \( \mu \geq 0 \) such that

\[
(1 + \epsilon^{-1})E^T PE \leq \eta I, \quad Q_5 \leq \mu I, \tag{7}
\]

with

\[
\Pi(\sigma) = \Lambda(\sigma)^T Q_1 \Lambda(\sigma) + \Lambda(\sigma)^T Q_2 + Q_3^T \Lambda(\sigma) + Q_4 + Q_4(\sigma), \tag{8}
\]

\[
\Lambda(\sigma) = I + \int_0^\sigma e^{\sigma \Lambda} ds(A - BK), \tag{9}
\]

\[
Q_1 = (1 + 2\alpha \epsilon)(A^T P + PA) + \epsilon A^T PA + 2(\alpha + \epsilon) + 2e\alpha^2 P, \tag{10}
\]

\[
Q_2 = -(I + \epsilon(A + 2\alpha I)^T P BK), \tag{11}
\]

\[
Q_3 = \epsilon K^T B^T P BK + W_\eta I, \tag{12}
\]

\[
Q_4(\sigma) = \sigma W_\mu \lambda_{\text{max}}(E^T E) f_A(\sigma) I, \tag{13}
\]

\[
Q_5 = A^T P + PA + 2\epsilon A^T PA + (1 + 2\alpha + \epsilon^{-1}) P, \tag{14}
\]

and

\[
f_A(\sigma) = \begin{cases} 
\frac{1}{\lambda_{\text{max}}(A + \sigma T)} \left(e^{\lambda_{\text{max}}(A + \sigma T) - \sigma} - 1\right), & \text{if } \lambda_{\text{max}}(A + \sigma T) \neq 0, \\
\sigma \text{ otherwise.} & \end{cases} \tag{15}
\]

**Remark 1:** Since \( A - BK \) is assumed to be Hurwitz (i.e. the LTI system (1) without perturbation is stable with the continuous state feedback \( u(t) = -Kx(t) \)), one can show that there always exist parameters \( P, \eta \) and \( \mu, \) such that the conditions (7) are satisfied and such that \( \Pi(0) \prec 0, \) provided that the tuning parameter \( \epsilon, \) the decay-rate \( \alpha, \) and the perturbations upper-bound \( W \) are small enough (if \( \epsilon, \alpha, \) and \( W \) are close to 0, then \( \Pi(0) \simeq (A - BK)^T P + P(A - BK) \)). With such parameters, we can thus find a sampling function \( \tau \) satisfying the stability conditions of Theorem 2, which is lower-bounded by a strictly positive scalar. An algorithm enlarging that lower-bound will be provided in the next section.
4. SELF-TRIGGERED CONTROLLER DESIGN

The self-triggered control scheme we propose in this paper is based on the stability conditions from Theorem 2, which involve a few LMs (7) (considering that $\varepsilon$ is a tuning parameter) as well as the more complex set of conditions: $x^T \Pi(\sigma)x \leq 0$, $\forall x \in \mathbb{R}^n$, $\forall \sigma \in [0, \tau(x)]$.

These stability conditions can not be checked "as is" in real time, since they involve an infinite number of inequalities regarding the time variable $\tau$. Therefore, in order to obtain checkable conditions, we propose to use:

- A discretization of the time interval, with a step $\Delta \in \mathbb{R}_+$ (which can be either chosen by the user or imposed by the system);
- Convex embeddings around the matrix function $\Pi$ over every time interval $[j\Delta, (j+1)\Delta]$ (with $j \in \mathbb{N}$), so as to guarantee the desired performances between any two successive discrete instants. Indeed, since the matrix function $\Pi$ is continuous, then for any $j \in \mathbb{N}$ it is possible to design a convex polytope with a finite number of vertices $\Pi_i^{(j)}(\Delta)$ ($i \in \{0, \cdots, N\}$) such that for all $x \in \mathbb{R}^n$,

\[
\begin{align*}
(x^T \Pi_i^{(j)}(\Delta)x \leq 0, \forall i \in \{0, \cdots, N\}) & \downarrow \\
(x^T \Pi(\sigma)x \leq 0, \forall \sigma \in [j\Delta, (j+1)\Delta]).
\end{align*}
\]

4.1 Convex embedding design based on Taylor polynomials

Here, we adapt the result from Hetel et al. [2006] to design a convex embedding satisfying (13). The approach is based on an $N$-order Taylor series approximation of $\Pi$.

The vertices are defined for $i \in \{0, \cdots, N\}$ and $j \in \mathbb{N}$ as

\[
\Pi_{-}, \Pi_{+}^{(j)}(\Delta) = \hat{\Pi}^{(j)}(\Delta) + \nu^{(j)}(\Delta)I,
\]

with

\[
\hat{\Pi}^{(j)}(\Delta) = \sum_{k=0}^{i} \Psi^{(j)}_k(\Delta)\Delta^k,
\]

\[
\begin{align*}
\Psi^{(j)}_0(\Delta) &= \Gamma^{(j)}(\Delta)^TQ_1\Gamma^{(j)}(\Delta) \\
+ &\Gamma^{(j)}(\Delta)^TQ_2 + Q_2^T\Gamma^{(j)}(\Delta) + Q_3 + L^{(j)}_0(\Delta), \\
\Psi^{(j)}_1(\Delta) &= \Gamma^{(j)}(\Delta)^TQ_1\Gamma^{(j)}(\Delta) + Q_2, \\
+ &\Gamma^{(j)}(\Delta)^TQ_2^T + Q_2^T\Gamma^{(j)}(\Delta) + L^{(j)}_1(\Delta), \\
\Psi^{(j)}_k(\Delta) &= \Gamma^{(j)}_2(\Delta)^T\left(\frac{A^{k-1}}{k!}\Gamma^{(j)}(\Delta)\right) + Q_2, \\
+ &\Gamma^{(j)}_1(\Delta)^TQ_2^T + Q_2^T\Gamma^{(j)}_1(\Delta) + L^{(j)}_2(k), \\
+ &\Gamma^{(j)}_2(\Delta)^T\left(\sum_{i=1}^{k-1} \frac{(A^{i-1})}{i!}Q_2\frac{A^{k-1}}{(k-i)!}\Gamma^{(j)}(\Delta)\right) + L^{(j)}_3(\Delta),
\end{align*}
\]

and

\[
\begin{align*}
\Gamma^{(j)}_0(\Delta) &= I + N_j(\Delta)(A - BK), \\
\Gamma^{(j)}_1(\Delta) &= N_j'\Delta)(A - BK), \\
N_j(\Delta) &= \int_0^\Delta e^{As}ds, \quad N_j'(\Delta) = AN_j(\Delta) + I.
\end{align*}
\]

If $\lambda_{\max}(A + A^T) = 0$, the matrices $L^{(j)}_k$ are defined as

\[
\begin{align*}
L^{(j)}_0(\Delta) &= W\mu \lambda_{\max}(E^TE)(\Delta)^3I, \\
L^{(j)}_1(\Delta) &= W\mu \lambda_{\max}(E^TE)I, \\
L^{(j)}_{k\geq 2}(\Delta) &= 0.
\end{align*}
\]

Otherwise, if $\lambda_{\max}(A + A^T) \neq 0$, they are defined as

\[
\begin{align*}
L^{(j)}_0(\Delta) &= W\mu \lambda_{\max}(E^TE)\int \left(e^{\lambda_{\max}(A + A^T)\Delta - 1}\right)I, \\
L^{(j)}_1(\Delta) &= W\mu \lambda_{\max}(E^TE)\int \left(e^{\lambda_{\max}(A + A^T)\Delta - 1}\right) \left(1 + j\Delta \lambda_{\max}(A + A^T)\right) - 1)I, \\
L^{(j)}_{k\geq 2}(\Delta) &= W\mu \lambda_{\max}(E^TE)\int \frac{\lambda_{\max}(A + A^T)^k}{k!} \left(1 + \frac{\lambda_{\max}(A + A^T)^k}{(k-1)!}\right)I.
\end{align*}
\]

Finally,

\[
\nu^{(j)}(\Delta) \geq \max_{\sigma \in [j\Delta, (j+1)\Delta]} \lambda_{\max} \left(\Pi(\sigma) - \sum_{k=0}^{N} \Psi^{(j)}_k(\Delta)(\sigma - j\Delta)^k\right).
\]

Remark 2: The matrices $\Psi^{(j)}_k(\Delta)$ defined in (16) are the coefficients of the Taylor polynomial of $\Pi$ over $[j\Delta, (j+1)\Delta]$. The constants $\nu^{(j)}(\Delta)$ defined in (20) represent upper-bounds of the Taylor series approximation error over each time intervals $[j\Delta, (j+1)\Delta]$.

Theorem 3. Consider $\Delta \in \mathbb{R}_+$, $j \in \mathbb{N}$, and $x \in \mathbb{R}^n$. The polytope vertices $\Pi_{-}^{(j)}(\Delta)$ defined in (14) satisfy (13): if $x^T \Pi_i^{(j)}(\Delta)x \leq 0$ for all $i \in \{0, \cdots, N\}$, then $x^T \Pi(\sigma)x \leq 0$ for all $\sigma \in [j\Delta, (j+1)\Delta]$.

4.2 Design of the sampling function $\tau$ for given parameters

In this subsection, we consider that the parameters $P \in \mathbb{S}_{++}$, $\eta, \mu, \sigma \geq 0$ and $\varepsilon > 0$ satisfying (7) are given.

Then, using Theorem 3, it is possible to design a lower-bound estimation $\tau$ of the maximal state-dependent sampling function satisfying the stability condition (8) from Theorem 2 as:

\[
\tau(x) = j(x)\Delta, \quad j(x) = \min \\{j \in \mathbb{N} \mid \exists i \in \{0, \cdots, N\}, x^T \Pi_i^{(j)}(\Delta)x > 0\}.
\]

Remark 3: It is important to guarantee that $j(x) > 0$ (and thus $\tau(x) > 0$) for any state $x \in \mathbb{R}^n$. To this aim, one may simply check if the inequality $\Pi_i^{(j)}(\Delta) \preceq 0$ is satisfied for all $i \in \{0, \cdots, N\}$. If this is not the case, it may be that the discretization step time $\Delta$ is too large, or that the tuning parameter $\varepsilon$, the decay-rate $\alpha$, or the perturbations upper-bound $W$ are also too large (see Remark 1). In the following subsection, we will show how to design all these parameters so as to optimize the lower-bound of the sampling function.

Remark 4: Note that the matrices $\Pi_{-}^{(j)}(\Delta)$ can be computed offline. The number of online computations
required to perform the self-triggered control scheme (i.e. to compute \( j(x) \)) is upper-bounded by \( n(n + 1)(N + 1)\frac{\tau}{\Delta} \) additions and \( (n + 1)(n - 1)(N + 1)\frac{\tau}{\Delta} \) additions. The online complexity is thus \( O(\frac{n^2}{\Delta}Nn^2) \), which is comparable to the one obtained in the self-triggered control scheme from Mazo Jr. et al. [2010] for example. Note that choosing a larger step \( \Delta \) will reduce the number of computations, but will end in a loss of precision for the sampling function (21). Therefore, a trade-off has to be made between precision and online complexity.

4.3 Optimization of the parameters (maximization of the lower-bound \( \tau^* \) of the sampling function)

In this subsection, we propose an LMI-based algorithm that computes the different parameters involved in the self-triggered control scheme (the Lyapunov matrix \( P \in S^*_n \)) and the additional parameters \( \varepsilon > 0, \eta > 0, \) and \( \mu \geq 0 \) so as to optimize the lower-bound of the sampling function (21). It is based on the following property:

**Theorem 4.** Consider a tuning parameter \( \varepsilon > 0 \), a time-step \( \Delta > 0 \), and scalars \( \alpha > 0 \) and \( W \geq 0 \). Consider a matrix \( P \in S^*_n \), scalars \( \eta \geq 0 \) and \( \mu \geq 0 \), and a sampling function \( \tau : \mathbb{R}^n \to \mathbb{R}_+ \) such that the conditions from Theorem 2 hold. If there exists an integer \( j^* \in \mathbb{N}^* \) such that the matrix inequalities \( \Pi_i^{(j)}(\Delta) \preceq 0 \) for all \( i \in \{0, \ldots, N\} \) and all \( j \in \{0, \ldots, j^* - 1\} \), then the system \( G \) is globally \( \varepsilon \)-stable with the sampling function \( \tau \) defined as \( \tau(x) = \max(\tau(x), j^*\Delta) \).

The conditions \( \Pi_i^{(j)}(\Delta) \preceq 0 \) in Theorem 4 depend from the parameters \( P, \eta, \mu, \) and \( \varepsilon \). Therefore, it becomes clear that maximizing the sampling function lower-bound reduces to searching the parameters that maximize \( \tau^* = j^*\Delta \). This can be done as follows.

**Algorithm:**

**Step 1:** In this step, we consider the polytopic description (14) with upper-bounds on the estimation errors \( \nu^{(j)}(\Delta) = 0 \). Then, for a given \( \varepsilon > 0 \), the search for \( P, \eta, \mu \) maximizing \( \tau^* \) in Theorem 4 reduces to an LMI problem (from (11) and (14) to (19)), we can see that the matrices \( \Pi_i^{(j)}(\Delta) \) are linear in \( P, \eta, \mu, \) and \( \varepsilon \), which can be solved using LMI solvers. It is possible to find the appropriate parameter \( \varepsilon \) with a linear search algorithm.

**Step 2:** Next, we compute the value of the upper-bounds \( \nu^{(j)}(\Delta) \) and of the matrices \( \Pi_i^{(j)}(\Delta) \) that correspond to the obtained parameters \( P, \eta, \mu, \) and \( \varepsilon \).

**Step 3:** Finally, the lower-bound of the sampling function can be designed as

\[
\tau^* = j^*\Delta,
\]

with

\[
j^* = \min \left\{ j \in \mathbb{N} \mid \exists i \in \{0, \ldots, N\}, \Pi_i^{(j)}(\Delta) > 0 \right\}.
\]

This parameter optimization presents several advantages, among which the guarantee of a large lower-bound \( \tau^* = j^*\Delta \) for the sampling intervals, and the reduction of the online complexity, since it not necessary anymore to check the inequalities \( x^T \Pi_i^{(j)}(\Delta)x > 0 \) for \( j \in \{0, \ldots, j^* - 1\} \) when computing \( j(x) \) in (22).

5. NUMERICAL EXAMPLE

Consider the Batch Reactor system from Mazo Jr. et al. [2009] with some additional perturbation:

\[
\begin{align*}
\dot{x}(t) &= \begin{bmatrix}
1.38 & -0.20 & 6.71 & -5.67 \\
0.04 & 1.06 & -4.27 & -6.65 \\
1.06 & -4.27 & 6.89 & -3.10 \\
-0.016 & 0.246 & 0.952 & -0.2447
\end{bmatrix} x(t) + \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 1.13 & -3.14 & 0 \\
0 & 1.13 & 0 & 0 \\
0 & 0.0139 & -0.0823 & 0
\end{bmatrix} u(t) + \begin{bmatrix}
w(t), \\
u(t)
\end{bmatrix},
\end{align*}
\]

We will use the polytopic description presented in Section 4.1, with a polynomial approximation degree \( N = 5 \) in all the results that are presented.

5.1 Simulation results

Here, we consider a time-step \( \Delta = 0.005s \), a desired decay-rate \( \alpha = 0.1 \), and an upper-bound \( W = 0.01 \) on the perturbations (i.e. such that \( \|w(t)\| \leq 0.1\|x(t_k)\| \)).

First, we apply the algorithm proposed in Section 4.3 to enlarge the lower-bound \( \tau^* \) of the sampling function. We obtain \( \tau^* = 3\Delta = 0.015s \), with the parameters

\[
P = 10^{-3} \begin{bmatrix}
0.3680 & 0.0580 & 0.2611 & -0.1701 \\
0.0580 & 0.2443 & 0.1029 & 0.1101 \\
0.2611 & 0.1029 & 0.2854 & -0.1314 \\
-0.1701 & 0.1101 & -0.1314 & 0.2861
\end{bmatrix}, \quad \varepsilon = 0.0285, \quad \eta = 0.0254, \quad \mu = 0.3614.
\]

Then, we design the sampling function (which defines the self-triggered controller) as proposed in Section 4.2.

Figure 1 presents the simulation results obtained with the designed self-triggered controller and a perturbation satisfying \( \|w(t)\| \leq 0.1\|x(t_k)\| \).

![Fig. 1. Inter-execution times \( \tau(x(t_k)) \) and Lyapunov function \( V(x) = x^TPx \) evolution](image-url)
5.2 Advantages of the sampling function’s lower-bound optimization

In order to illustrate the interest of the sampling function’s lower-bound optimization, we consider the simpler case of the batch reactor system without perturbation, nor desired decay-rate, with the same time-step $\Delta = 0.005s$.

Using the optimization algorithm from Section 4.3, we get a lower-bound of the sampling function $\tau^* = 36\Delta = 0.18s$, whereas with a regular approach to compute the Lyapunov function without taking into account the sampling (for example by solving the LMI $(A-BK)P + P(A-BK) = 0$, as in Mazo Jr. et al. [2009]), we get $\tau^* = 3\Delta = 0.015s$.

Optimizing the lower-bound of the sampling function provides three main advantages.

1) It guarantees a large lower-bound for the sampling intervals (0.18s instead of 0.015s in this case).
2) It allows for using larger time-steps if one needs to reduce the number of online computations (in the present case, we can fix $\Delta$ up to 0.18s with the optimization, and up to 0.015s without).
3) It allows for reducing the number of online computations, since it is not necessary to check the condition $x^T P x(\Delta) \leq 0$ for $j \in \{0, \ldots, j^* - 1\}$ (here, it allows for saving $33n(n+1)(N+1)$ additions and $33(n+1)(n-1)(N+1)$ multiplications during each sampling interval... provided that the sampling interval in the non-optimized case is not smaller than $36\Delta = 0.18s$).

6. CONCLUSION

We have introduced a novel self-triggered control approach based on convex embeddings that ensures the exponential stability with a desired decay-rate for perturbed LTI systems with linear state feedback. An interesting feature of the approach is that it allows for enlarging the lower-bound of the sampling function, by computing an appropriate Lyapunov function, thanks to LMIs. Extensions to nonlinear systems are currently under study.
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Appendix A. LEMMA AND PROOFS

A.1 Lemma

**Lemma 5.** (Adapted from Fiter et al. [2013]). Consider a scalar $\alpha > 0$ and a sampling function $\tau : \mathbb{R}^n \to \mathbb{R}_+$. If there exists a matrix $P \in \mathbb{S}^{n\times n}_+$ such that for all $x \in \mathbb{R}^n$, and all $\sigma \in [0, \tau(x))$,

$$
\begin{bmatrix}
\Lambda(\sigma)x + J_w(\sigma)
\end{bmatrix}^T \Omega
\begin{bmatrix}
\Lambda(\sigma)x + J_w(\sigma)
\end{bmatrix} \leq 0,
$$

(A.1)

with the matrices

$$
\Lambda(\sigma) = I + \int_0^\sigma e^{\sigma A} ds (A - BK),
$$

(A.2)

and

$$
J_w(\sigma) = \int_0^\sigma e^{\sigma A} E_w(s) ds,
$$

(A.3)

then the system $S$ is globally $\alpha$-stable.

**Proof.** The proof consists in rewriting the condition (5) in Proposition 1 as
Since the function 
\[
\phi_{\tau,w}(\sigma, x) = \Lambda(\sigma)x + J_{w}(\sigma)
\]
for all \( \sigma \in [0, \tau(x)] \).

\section*{A.2 Proofs}

\textbf{Proof.} \textbf{[Theorem 2]} This proof is based on the results from Lemma 5, in the Appendix. The idea is to find an upper-bound independent of the perturbation \( w \) for the left part of equation (A.1) in Lemma 5.

Consider a matrix \( P \in \mathbb{R}^{n \times n} \), scalars \( \alpha > 0 \) and \( W \geq 0 \), and a sampling function \( \tau : \mathbb{R}^n \rightarrow \mathbb{R}_+ \). Using the notations
\[
M_1 = A^TP + PA + 2\alpha P - PK E
\]
\[
M_3 = \frac{P}{\gamma}.
\]
We can rewrite the left part of equation (A.1) as
\[
G_{w}(x, \sigma) = x^T(\Lambda(\sigma)^T M_1(\sigma) - \Lambda(\sigma)^T PK E x + J_{w}(\sigma)^T M_3(\sigma) x + x^T M_2(\sigma)^T J_{w}(\sigma) + \nu_{\sigma}(\sigma)^T J_{w}(\sigma) x + x^T M_2(\sigma)^T w(\sigma) + w(\sigma)^T M_3(\sigma) x + x^T M_2(\sigma)^T w(\sigma).
\]

Then, using inequality (6), we get
\[
J_{w}(\sigma)^T M_2(\sigma) x + x^T M_2(\sigma)^T J_{w}(\sigma)
\]
\[
\leq \frac{\sigma W \mu_{\sigma} \max(E^T E) f_{\sigma}(\sigma)}{\gamma} x^T,
\]

with \( f_{\sigma}(\sigma) \) defined in (12). Implementing inequalities (A.6) and (A.7) in (A.5) shows that \( G_{w}(x, \sigma) \leq x^T \Pi(\sigma) x \), with \( \Pi(\sigma) \) defined in (9), and thus that Lemma 5 stability conditions are satisfied if \( x^T \Pi(\sigma) x \leq 0 \) for all \( x \in \mathbb{R}^n \) and \( \sigma \in [0, \tau(x)] \).

\textbf{Proof.} \textbf{[Theorem 3]} Let \( \Delta \in \mathbb{R}_+^+ \), \( j \in \mathbb{N} \), and \( x \in \mathbb{R}^n \).

\textbf{Step (1):} Compute the Taylor expansion of the matrix function \( \Pi \) over the time interval \([j \Delta, (j+1)\Delta]\). Remember that \( \Pi(\sigma) \) involves the term \( \Lambda(\sigma) \) defined in (10). Using the property
\[
\int_0^a e^{as} ds = a e^{as} + \int_0^b e^{as} ds \left( A \int_0^a e^{as} ds + I \right),
\]

which is valid for any scalars \( a \) and \( b \), we can rewrite \( \Lambda(\sigma) \) as a function of \( \sigma = \sigma - j \Delta \in [0, \Delta] \):
\[
\Lambda(\sigma) = I + \left( N_{\Delta}(\sigma) + \int_0^{\sigma} e^{as} ds N'_{\Delta}(\sigma) \right) (A - BK)
\]

with the notations from (17). Using this last equation, one can show that (the computational details are omitted)
\[
\Pi(\sigma) = \sum_{k=0}^{\infty} \Psi_{k}(\Delta) x^k,
\]

with the matrices \( \Psi_{k}(\Delta) \) defined in (16). Here, the matrices \( L_k^{(\Delta)} \) that appear in (16) come from the Taylor expansion of the term \( Q_1(\sigma) = \sigma W \mu_{\sigma} \max(E^T E) f_{\sigma}(\sigma) I \), and are defined in (18) and (19).

A polynomial approximation of order \( N \) of \( \Pi(\sigma) \) on the interval \([j \Delta, (j+1)\Delta]\) can therefore be expressed as
\[
\Pi_{N}(j\Delta) = \sum_{k=0}^{N} \Psi_{k}(\Delta) x^k.
\]

\textbf{Step (2):} The approximation error term \( R_{N}^{(\Delta)}(\sigma) = \Pi(\sigma) - \Pi_{N}(\sigma) \) can be bounded using the relation
\[
R_{N}^{(\Delta)}(\sigma) \leq \nu_{\sigma}(\Delta) I,
\]

with \( \nu_{\sigma}(\Delta) \) defined in (20). With this, it is clear that if \( x^T \left( \Pi_{N}(\sigma) + \nu_{\sigma}(\Delta) I \right) x \leq 0 \), then \( x^T \Delta(\sigma) x \leq 0 \).

\textbf{Step (3):} Since the function
\[
x^T \left( \Pi_{N}(\sigma) + \nu_{\sigma}(\Delta) I \right) x : [j \Delta, (j+1)\Delta] \rightarrow \mathbb{R}
\]

is polynomial, we can use the convex embedding design from Hetel et al. [2006], Section 3, to prove that if we have \( x^T \Pi_{N}^{(\Delta)}(\sigma) x \leq 0 \) for all \( i \in \{0, \cdots, N\} \), with \( \Pi_{N}^{(\Delta)}(\sigma) = \left( \sum_{k=0}^{N} \Psi_{k}(\Delta) x^k \right) + \nu_{\sigma}(\Delta) I \), then we have \( x^T \left( \Pi_{N}(\sigma) + \nu_{\sigma}(\Delta) I \right) x \leq 0 \) for all \( \sigma \in [j \Delta, (j+1)\Delta] \), and therefore \( \Pi(\sigma) \leq 0 \).

\textbf{Proof.} \textbf{[Theorem 4]} The matrix inequalities and Theorem 3 ensure that the stability conditions of Theorem 2 are satisfied for the sampling function \( \tau(x) = \max(\tau(x), j^*\Delta) \).