Distance: A more comprehensible perspective for measures in rough set theory
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ABSTRACT
Distance provides a comprehensible perspective for characterizing the difference between two objects in a metric space. There are many measures which have been proposed and applied for various targets in rough set theory. In this study, through introducing set distance and partition distance to rough set theory, we investigate how to understand measures from rough set theory in the viewpoint of distance, which are inclusion degree, accuracy measure, rough measure, approximation quality, fuzziness measure, three decision evaluation criteria, information measure and information granularity. Moreover, a rough set framework based on the set distance is also a very interesting perspective for understanding rough set approximation. From the viewpoint of distance, these results look forward to providing a more comprehensible perspective for measures in rough set theory.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Rough set theory proposed by Pawlak in [17] is a relatively new soft computing tool for the analysis of a vague description of an object, and has become a popular mathematical framework for pattern recognition, image processing, feature selection, neuro computing, conflict analysis, decision support, data mining and knowledge discovery from large data sets [1-3,13,23,30,39,42,44]. Rough-set-based data analysis starts from a data table, called information tables. The information tables contain data about objects of interest, characterized by a finite set of attributes. It is often interesting to discover some dependency relationships (patterns). An information table with condition attributes and decision attributes is distinguished as a decision table. From a decision table one can induce some patterns in form of “if . . . , then . . . ” decision rules [5,6,19,30]. More exactly, the decision rules say that if condition attributes have given values, then decision attributes have other given values.

To date, many measures for uncertainty have been proposed in rough set theory. As follows, for our further development, we briefly review several important measures. The concept of inclusion degree has been introduced into rough set theory, which is derived from the including measure among sets. Several authors have established several important relationships between inclusion degree and measures of rough set data analysis [27,40]. In rough set theory, as three classical measures, approximation accuracy, rough measure and approximate quality can be used to assess the roughness of a rough set and a rough classification [7,17]. For any object on a given universe, the membership function of the object in a rough set can be derived by the inclusion degree between the equivalence class including itself and a target concept, which can construct a fuzzy set on the universe. Several authors have studied the fuzziness of a rough set from various viewpoints [21,41]. In recent years, how to evaluate the decision performance of a decision rule and a decision-rule set has become a very important issue in rough set theory. There are two classical measures such as certainty measure and coverage measure [17]. In order to assess the decision performance of a decision table, Qian et al. [20] proposed three evaluation parameters $\alpha$, $\beta$ and $\gamma$ which are used to calculate the entire certainty, the entire consistency and the entire support of all decision rules from a given decision table. However, each of the above measures is defined by different forms, which is hard to understand their semantic meanings. In other word, the uniform characterization of these measures is desirable. As we know, the concept of distance is a main approach to understand the difference between two objects in algebra, geometry, set theory, coding theory and many other areas. Hence, in this study, we aim to propose the concept of set distance to characterize and redefine each of these measures in order to more easily comprehend their meanings. It is exciting that Pawlak's rough set framework can be reconfigured using the set distance. This idea also can be used to redefined the variable precision rough set model proposed by Ziarko [46]. These results will be very helpful for us to understand the essence of rough set approximation. That is to say, it is a more comprehensible perspective for measures in rough set theory.
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In addition, information entropy and information granularity are two main approaches to characterizing the uncertainty of an information system [14,18,28,43,45]. In recent years, several various forms of information entropy and information granularity have been given in [13,14,28,43,45]. It is deserved to point out that when the information granularity (or information entropy) of one equivalence partition is equal to that of the other equivalence partition, these two equivalence partitions have the same uncertainty. Nevertheless, it does not mean that these two equivalence partitions are equivalent. That is to say, information entropy and information granularity cannot characterize the difference between any two equivalence partitions in a given information table. In fact, we often need to distinguish two equivalence partitions for uncertain data processing in some practical applications. To date, how to measure the difference between equivalence partitions has not been reported. To further investigate uncertainty theory in the framework of rough set theory, for this consideration, we will propose the concept of partition distance to calculate the difference between two partitions on the same universe. This section is organized as follows. Some preliminary concepts in rough set theory are briefly recalled in Section 2. In Section 3, we introduce the concept of partition distance to characterize several important measures, which are inclusion degree, accuracy measure, rough measure, approximation quality, several decision evaluation parameters and the fuzziness measures of rough sets. In addition, we employ the set distance for reconfiguring the rough set framework and the variable precision rough set model. In Section 4, we first define the concept of partition distance to calculate the difference between two partitions on the same universe, then employ the partition distance to understand information entropy and information granularity from the viewpoint of partition distance. The rest of this paper is organized as follows. Some preliminary concepts in rough set theory are briefly recalled in Section 2. In Section 3, we introduce the concept of partition distance to characterize several important measures, which are inclusion degree, accuracy measure, rough measure, approximation quality, several decision evaluation parameters and the fuzziness measures of rough sets. In addition, we employ the set distance for reconfiguring the rough set framework and the variable precision rough set model. In Section 4, we first define the concept of partition distance to calculate the difference between two partitions on the same universe, then employ the partition distance to understand information entropy and information granularity from the viewpoint of partition distance. Section 6 concludes this paper with some remarks and discussions.

2. Preliminary knowledge in rough sets

In this section, we review some basic concepts such as indiscernibility relation, partition, partial relation of knowledge and decision tables in rough set theory.

An information table (sometimes called a data table, an attribute-value system, a knowledge representation system, etc.), as a basic concept in rough set theory, provides a convenient framework for the representation of objects in terms of their attribute values. An information table $S$ is a pair $(U, A)$, where $U$ is a non-empty, finite set of objects and is called the universe and $A$ is a non-empty, finite set of attributes. For each $a \in A$, a mapping $a : U \rightarrow V_a$ is determined by a given decision table, where $V_a$ is the domain of $a$.

Each non-empty subset $B \subseteq A$ determines an indiscernibility relation in the following way,

$$R_B = \{(x, y) \in U \times U | a(x) = a(y), \forall a \in B\}.$$ 

The relation $R_B$ partitions $U$ into some equivalence classes given by $U/R_B = \{[x]_B | x \in U\}$, just $U/B$.

where $[x]_B$ denotes the equivalence class determined by $x$ with respect to $B$, i.e.,

$$[x]_B = \{y \in U | (x, y) \in R_B\}.$$ 

Given an equivalence relation $R$ on the universe $U$ and a subset $X \subseteq U$. One can define a lower approximation of $X$ and an upper approximation of $X$ by

$$\overline{RX} = \{x \in U | [x]_R \subseteq X\}$$

and

$$\overline{RX} = \{x \in U | [x]_R \cap X \neq \emptyset\},$$

respectively [15]. The ordered pair $([X], \overline{RX})$ is called a rough set of $X$ with respect to $R$.

We define a partial relation $\prec$ on the family $(U/B \subseteq A)$ as follows: $U/P \prec U/Q$ (or $U/Q \succ U/P$) if and only if, for every $P_i \in U/P$, there exists $Q_i \in U/Q$ such that $P_i \subseteq Q_i$, where $U/P = \{P_1, P_2, \ldots, P_m\}$ and $U/Q = \{Q_1, Q_2, \ldots, Q_n\}$ are partitions induced by $P, Q \subseteq A$, respectively. In this case, we say that $Q$ is coarser than $P$, or $P$ is finer than $Q$. If $U/P \prec U/Q$ and $U/P \neq U/Q$, we say $Q$ is strictly coarser than $P$ (or $P$ is strictly finer than $Q$), denoted by $U/P < U/Q$ (or $U/Q > U/P$).

It is clear that $U/P \succeq U/Q$ if and only if, for every $X \subseteq U/P$, there exists $Y \subseteq U/Q$ such that $X \subseteq Y$, and there exist $X_0 \subseteq U/P$, $Y_0 \subseteq U/Q$ such that $X_0 \subseteq Y_0$.

A decision table is an information table $S = (U, C \cup D)$ with $C \cap D = \emptyset$, where an element of $C$ is called a condition attribute, $C$ is called a condition attribute set, an element of $D$ is called a decision attribute, and $D$ is called a decision attribute set. One can extract certain decision rules from a consistent decision table and uncertain decision rules from an inconsistent decision table.

3. Set distance and some measures in rough sets

The concept of set closeness between two classical sets is used to measure the degree of the sameness between sets. Let $X$ and $Y$ be two finite sets, the measure is defined by $H(X, Y) = \frac{1}{2} \left(\frac{|X \cap Y|}{|X \cup Y|}\right)$. Obviously, the formula $1 - H(X, Y) = 1 - \frac{|X \cap Y|}{|X \cup Y|}$ can characterize the difference between two finite classical sets. In a broad sense, this measure can be regarded as a generalized distance [22]. Using the measure, one can obtain the following distance between two finite classical sets.

Definition 1. Let $X, Y$ are two finite sets. The distance between $X$ and $Y$ is defined as

$$d(X, Y) = 1 - \frac{|X \cap Y|}{|X \cup Y|},$$

where $X \cup Y \neq \emptyset$.

From the definition of the distance, one can easily obtain the following property.

Property 1. The distance $d$ satisfies the following properties:

(1) $d(X, Y) \geq 0$;
(2) $d(X, Y) = d(Y, X)$;
(3) $d(X, Y) + d(Y, Z) \geq d(X, Z)$.

Proof. The three properties will be proved as follows.

(1) Obviously, $|X \cup Y| \geq |X \cap Y|$. Thus we have that,

$$d(X, Y) = 1 - \frac{|X \cap Y|}{|X \cup Y|} \geq 0.$$

(2) It is easy to know that $|X \cup Y| = |Y \cup X|$ and $|X \cap Y| = |Y \cap X|$. Therefore,

$$d(X, Y) = \frac{|X \cup Y| - |X \cap Y|}{|X \cup Y|} = \frac{|Y \cap X|}{|X \cup Y|} = d(Y, X).$$

(3) Given any $a$, $b$, and $c$, and let $0 < b < a$, $c \geq 0$. From $\frac{b}{c-\frac{b}{c}} - \frac{b}{c} = \frac{c(b-\frac{b}{c})}{c(c-\frac{b}{c})} \geq 0$, it follows that $\frac{b}{c} < \frac{b}{c-\frac{b}{c}}$. Hence,
\[ d(X, Y) + d(Y, Z) = d(X, Z) \]

\[
\frac{|X \cap Y|}{|U|} + 1 - \frac{|Y \cap Z|}{|U|} - 1
\]

\[
\frac{|X \cap Z|}{|U \cup Z|} - \frac{|X \cap Y|}{|U \cup Y|} + \left| \frac{|Z - (X \cup Y)|}{|X \cup Y|} \right|
\]

\[
\geq 1 - \frac{|Y \cap Z|}{|U \cup Z|} - \frac{|X \cap Z|}{|U \cup Z|} + \left| \frac{|Z - (X \cup Y)|}{|X \cup Y|} \right|
\]

\[
= 1 - \frac{|Y \cap Z|}{|U \cup Z|} - \frac{|X \cap Z|}{|U \cup Z|} + 2\left( \frac{|X \cap Z|}{|U \cup Y|} - \frac{|X \cap Z|}{|X \cup Y|} \right)
\]

\[
\geq 0
\]

Therefore, \( d(X, Y) \geq d(Y, Z) \). □

In this section, we establish the relationship between the set distance and each of several measures in rough set theory.

3.1. Set distance and inclusion degree

An approximate mereological calculus called rough mereology (i.e., theory of rough inclusions) has been proposed as a formal treatment of the hierarchy of relations of being a part in a degree. The degree of inclusion is a particular case of inclusion in a degree (rough inclusion) basic for rough mereology. The concept of inclusion degree based on partial relation was proposed in [46] for approximate reasoning in rough set theory. In the literature [40], Xu and Liang presented three types of inclusion degrees \( I_0, I_1 \) and \( I_2 \), which have been successfully applied for characterizing the measures from rough set theory. In the following, we discuss the relationship between these three inclusion degrees and the set distance.

A partial order on a set \( L \) is a binary relation \( \leq \) with the following properties: \( x \leq x \) (reflexive), \( x \leq y \) and \( y \leq x \) imply \( x = y \) (antisymmetric), and \( x \leq y \) and \( y \leq z \) imply \( x \leq z \) (transitive) [40].

**Proposition 1.** Let \( U \) be a finite set, \( F = \{ X | X \subseteq U \} \) and \( \subseteq \) be a partial relation on \( F \). For \( \forall X, Y \in F \), one define an inclusion degree as

\[ I_0(Y/X) = \frac{|Y \cap X|}{|X|}. \]  \hfill (2)

It is easy to see that \( I_0 \) can be induced to a set distance

\[ I_0(Y/X) = d(X, X - Y). \]

**Proposition 2.** Let \( Y = \{ Y_1, Y_2, \ldots, Y_n \} \) be a classification of \( U \), \( F = \{ F_1, F_2, \ldots, F_n \} \subseteq Y \), \( i = 1, 2, \ldots, n \), \( X = \{ X_1, X_2, \ldots, X_m \} \in F \) and \( Z = \{ Z_1, Z_2, \ldots, Z_k \} \in F \). One define another inclusion degree as

\[ I_1(Y/Z) = \frac{|\bigcup_{i=1}^m X_i \cap \bigcup_{j=1}^k Z_j|}{|\bigcup_{j=1}^k Z_j|}. \]  \hfill (3)

From the formula, one can get the form of set distance of this inclusion degree, which is

\[ I_1(X/Z) = d\left( \left( \bigcup_{i=1}^m X_i \right), \left( \bigcup_{j=1}^k Z_j \right) - \left( \bigcup_{i=1}^m X_i \right) \right). \]

**Theorem 1.** Let \( F = \{ W | W \subseteq U \} \) and \( P, Q \subseteq W \). Let \( Y = \{ Y_1, Y_2, \ldots, Y_n \} \) be a classification of \( U \), \( F = \{ F_1, F_2, \ldots, F_n \} \subseteq Y \), \( i = 1, 2, \ldots, n \), \( X = \{ X_1, X_2, \ldots, X_m \} \in F \) and \( Z = \{ Z_1, Z_2, \ldots, Z_k \} \in F \). If \( P = \bigcup_{i=1}^m X_i \) and \( Q = \bigcup_{i=1}^m Y_i \), then \( I_1(X/Z) \) is a special case of \( I_d(P/Q) \).

**Proof.** From the existing condition \( P = \bigcup_{i=1}^m X_i \) and \( Q = \bigcup_{i=1}^m Y_i \),

\[ I_1(X/Z) = \frac{|\bigcup_{i=1}^m X_i \cap \bigcup_{j=1}^k Z_j|}{|\bigcup_{j=1}^k Z_j|}. \frac{|P \cap Q|}{|Q|} = I_d(P/Q). \]

Therefore, \( I_1(X/Z) \) is a special case of \( I_d(P/Q) \). □

From the above three propositions, it can been that three types of inclusion degrees can be all induced to be the set distance.

3.2. Set distance, accuracy measure, rough measure and approximation quality

As three classical measures, accuracy measure, rough measure and approximation quality are three important measures in rough set theory [17]. In this subsection, we investigate how to induce these kinds of measures to the set distance.

**Proposition 3.** Let \( S = (U, A) \) be an information table, \( P \subseteq A \) and \( X \subseteq U \). The accuracy measure of rough set \( X \) with respect to \( P \) [17] is defined as

\[ x_P(X) = \frac{|P \cap X|}{|P|}. \]  \hfill (4)

where \( X \neq \emptyset \).

It is easy to show that

\[ x_P(X) = \frac{|P \cap X|}{|P|} = d(PX, PX - PX). \]

This shows that this measure can be induced to a set distance.

**Proposition 4.** Let \( S = (U, A) \) be an information table, \( P \subseteq A \) and \( Y = \{ Y_1, Y_2, \ldots, Y_m \} \). By \( P \)-lower and \( P \)-upper approximation of \( Y \) in \( S \) we mean \( \text{set} P_Y = \{ P_Y_1, P_Y_2, \ldots, P_Y_m \} \) and \( \text{set} \text{P} = \{ P_Y_1, P_Y_2, \ldots, P_Y_m \} \), respectively. The approximation quality of the classification \( Y \) with respect to \( P \) [17] is defined as

\[ r_P(Y) = \sum_{i=1}^n |P_Y_i|. \]  \hfill (5)

From the formula and Proposition 4, one can know that the measure

\[ r_P(Y) = \frac{|U \cap \bigcup_{i=1}^m P_Y_i|}{|U|} = d(U, U - \bigcup_{i=1}^m P_Y_i) \]

is also a set distance.

**Proposition 5.** Let \( S = (U, A) \) be an information table, \( P \subseteq A \) and \( X \subseteq U \). The rough measure of rough set \( X \) with respect to \( P \) [17] is defined as
\[ \rho_p(X) = 1 - \alpha_p(X) = 1 - \frac{|P_X|}{|X|}, \]
where \( X \neq \emptyset. \)

It is easy to show that
\[ \rho_p(X) = d(P_X, X). \]

It implies that this measure also can be induced to a set distance.

The above three examples show approximation accuracy, rough measure and approximation quality can be all characterized by the set distance. In addition, from Proposition 6, it is easy to know that the measure of dependency between two attributes subsets also can be induced to a set distance.

### 3.3. Set distance and fuzziness measure of a rough set

In this subsection, we will research the set distance characterization of the fuzziness measures of a rough set and a rough decision.

**Proposition 6.** Let \( S = (U, A) \) be an information table and \( X \subseteq U. \) For any object \( x \in U, \) the membership function of \( x \) in \( X \) is defined as
\[ \mu_X^l(x) = \frac{|X \cap |x|_A|}{|X|_A}, \]
where \( \mu_X^l(x)(0 \leq \mu_X^l(x) \leq 1) \) represents a fuzzy concept [36].

Obviously, the membership function can be redefined by the following set distance
\[ \mu_X^l(x) = d(|x|_A, |x|_A - X). \]

It can construct a fuzzy set \( F_X = \{(x, \mu_X(x))|x \in U\} \) on the universe \( U. \)

**Proposition 7.** Let \( S = (U, A) \) be an information table and \( X \subseteq U. \) A fuzziness measure of the rough set \( X \) is defined as [21]
\[ E(F_X) = \sum_{i=1}^{n} \mu_X^l(x)(1 - \mu_X^l(x)). \]

Through using the result of Proposition 6, it is obvious that
\[ E(F_X) = \sum_{i=1}^{n} d(|x|_A, |x|_A - X)(1 - d(|x|_A, |x|_A - X)). \]

That is to say, the fuzziness measure also can be characterized by the set distance.

**Proposition 8.** Let \( S = (U, A) \) be an information table and \( U/D = \{Y_1, Y_2, \ldots, Y_n\} \) a target decision. For any \( x \in U, \) the membership function of \( x \) in \( D \) is defined as [13]
\[ \mu_D(x) = \frac{|Y_j \cap |x|_A|}{|X_i|_A}, \quad x \in Y_j, \]
where \( \mu_D(x)(0 \leq \mu_D(x) \leq 1) \) represents a fuzzy concept.

Similar to Proposition 6, the membership function can be induced to the set distance
\[ \mu_D(x) = d(|x|_A, |x|_A - Y_j), \quad x \in Y_j. \]

It can construct a fuzzy set \( F_D = \{(x, \mu_D(x))|x \in U\} \) on the universe \( U. \) Based on this membership function, one can construct a fuzziness measure of a rough decision.

**Proposition 9.** Let \( S = (U, A) \) be an information table and \( U/D = \{Y_1, Y_2, \ldots, Y_n\} \) a target decision. A fuzziness measure of a rough decision is defined as [21]
\[ E(F_D) = \sum_{i=1}^{n} \mu_D(x)(1 - \mu_D(x)). \]

It can be depicted by the set distance
\[ E(F_D) = \sum_{j=1}^{n} d(|x|_A, |x|_A - Y_j)(1 - d(|x|_A, |x|_A - Y_j)). \]

From the above four propositions, one know that membership functions and fuzziness measures can be induced to be a set distance in rough set theory. These cases will be helpful for understanding the fuzziness of a rough set and a rough decision by using set distance.

### 3.4. Set distance and decision performance evaluation

In recent years, how to evaluate the decision performance of a decision rule and a decision-rule set has become a very important issue in rough set theory. Firstly, we concern on two classical evaluation measures, which are certainty measure and coverage measure.

Let \( S = (U, C, D) \) be a decision table, \( X_i \subseteq U/C, \ Y_j \subseteq U/D \) and \( X_i \cap Y_j \neq \emptyset. \) By \( \text{des}(X_i) \) and \( \text{des}(Y_j), \) we denote the descriptions of the equivalence classes \( X_i \) and \( Y_j \) in the decision table \( S \) [17]. A decision rule is formally defined as
\[ Z_q : \text{des}(X_i) \rightarrow \text{des}(Y_j). \]

**Proposition 10.** Let \( S = (U, C, D) \) be a decision table, \( X_i \subseteq U/C, \ Y_j \subseteq U/D \) and \( X_i \cap Y_j \neq \emptyset. \) Certainty measure (also called resolution) of the rule \( Z_q \) is defined as [37]
\[ \alpha_X(Y_j) = \frac{|Y_j \cap X_i|}{|X_i|}. \]

From the definition of certainty measure, it is easy to see that the formula (11) can be depicted by a set distance
\[ \alpha_X(Y_j) = d(X_i, X_i - Y_j). \]

**Proposition 11.** Let \( S = (U, C, D) \) be a decision table, \( X_i \subseteq U/C, \ Y_j \subseteq U/D \) and \( X_i \cap Y_j \neq \emptyset. \) Coverage measure (also called completeness) of the rule \( Z_q \) is defined as [37]
\[ \beta_X(Y_j) = \frac{|Y_j \cap X_i|}{|Y_j|}. \]

From the denotation of coverage measure, it can be seen that the formula (12) also can be characterized by a set distance
\[ \beta_X(Y_j) = d(Y_j, Y_j - X_i). \]

Similar to the support measure of a decision rule \( s(Z_q) = \frac{|Y_j \cap X_i|}{|X_i|} \) is also induced to the set distance \( U/U - (Y_j \cap X_i). \)

In order to assess the decision performance of a decision table, Qian et al. [20] proposed three evaluation parameters \( \alpha, \beta \) and \( \gamma, \) which are used to calculate the entire certainty, the entire consistency and the entire support of decision rules based on elementary sets from a given decision table.
Proposition 12. Let $S = (U, C \cup D)$ be a decision table, and RULE = \{- $Z_y : \text{des}(X) \rightarrow \text{des}(Y)$, $X, Y \in U/C, Y \in U/D$.\} Certainty measure $\alpha$ of $S$ is defined as

$$\alpha(S) = \sum_{i=1}^{m} \sum_{j=1}^{n} \frac{|X_i \cap Y_j|^2}{|U||X_i|},$$

(13)

where $s(Z_y)$ and $\mu(Z_y)$ are the certainty measure and support measure of the rule $Z_y$, respectively.

Through using Eq. (11), it easily follows that

$$\alpha(S) = \sum_{i=1}^{m} \sum_{j=1}^{n} d(X_i, X_i \cap Y_j) d(U, U - (X_i \cap Y_j)).$$

That is to say, the certainty measure can be defined by two set distances. Similarly, one can apply the set distance for depicting the following two evaluation criteria.

Proposition 13. Let $S = (U, C \cup D)$ be a decision table, and RULE = \{- $Z_y : \text{des}(X) \rightarrow \text{des}(Y)$, $X, Y \in U/C, Y \in U/D$.\} Consistency measure $\beta$ of $S$ is defined as

$$\beta(S) = \sum_{i=1}^{m} \frac{|X_i|^2}{|U|^2} \left[1 - \frac{4}{|X_i|} \sum_{j=1}^{N} |X_i \cap Y_j| |\mu(Z_y)(1 - \mu(Z_y))\right],$$

(14)

where $N_i$ is the number of decision rules by the condition class $X$, and $\mu(Z_y)$ is the certainty measure of the rule $Z_y$.

If adopting the interpretation of set distance, one can obtain the following denotation.

$$\beta(S) = 1 - \frac{4}{|U|} \sum_{i=1}^{m} \sum_{j=1}^{N} |X_i \cap Y_j| d(X_i, X_i \cap Y_j)(1 - d(X_i, X_i \cap Y_j)).$$

Proposition 14. Let $S = (U, C \cup D)$ be a decision table, and RULE = \{- $Z_y : \text{des}(X) \rightarrow \text{des}(Y)$, $X, Y \in U/C, Y \in U/D$.\} Support measure $\gamma$ of $S$ is defined as

$$\gamma(S) = \sum_{i=1}^{m} \sum_{j=1}^{n} \frac{|X_i \cap Y_j|^2}{|U|^2}.$$

(15)

From the definition of set distance, it is clear that

$$\gamma(S) = \sum_{i=1}^{m} \sum_{j=1}^{n} d^2(U, U - (X_i \cap Y_j)).$$

From the above these propositions, we also can use the set distance to characterizing those evaluation measures of decision performance in the context of incomplete decision tables.

3.5 Rough set framework based on set distance

In rough set theory, the characterization of a target concept is approximated by the lower approximation and the upper approximation. In order to better comprehend the idea from rough set theory, in this subsection, we will apply the set distance for redefining the concept of a rough set.

Given an equivalence relation $R$ on the universe $U$ and a subset $X \subseteq U$. One can define a lower approximation of $X$ and an upper approximation of $X$ by

$$RX = \{x \in U | d([x]_R, X \cap [x]_R) = 0\},$$

(16)

and

$$RX = \{x \in U | 0 \leq d([x]_R, X \cap [x]_R) < 1\}.$$

(17)

This definition of the rough set, in fact, is equivalent to Pawlak’s rough set. It can be understood from the following analysis.

In Pawlak’s rough set, when $[x]_R \subseteq X$, the object $x$ can be put into the lower approximation of $X$, and when $[x]_R \cap X = \emptyset$, the object $x$ can be put into the upper approximation of $X$. From the condition $[x]_R \subseteq X$, we have that

$$[x]_R \subseteq X \iff \frac{|X \cap [x]_R|}{|X \cap [x]_R| + |X \setminus [x]_R|} = 1 \iff \frac{|X \cap [x]_R|}{|X \cap [x]_R| + |X \setminus [x]_R|} = 0 \iff d([x]_R, X \cap [x]_R) = 0.$$

From $[x]_R \cap X \neq \emptyset$, we obtain that

$$[x]_R \cap X \neq \emptyset \iff 0 < \frac{|X \cap [x]_R|}{|X \cap [x]_R| + |X \setminus [x]_R|} < 1 \iff 0 < d([x]_R, X \cap [x]_R) < 1.$$

Similar to these two denotations, we come to the definitions of negative region and boundary region of a rough set as follows

$$\neg RX = \{x \in U | d([x]_R, X \cap [x]_R) = 1\},$$

(18)

and

$$\bd RX = \{x \in U | 0 < d([x]_R, X \cap [x]_R) < 1\}.$$

(19)

These two Eqs. (18) and (19) also can be similarly proved according to the analysis about Eqs. (16) and (17).

From Eqs. (16)–(19), it can be seen that the characterization of a rough set only depends on the set distance between $[x]_R$ and $X \cap [x]_R$. If the distance between the equivalence class $[x]_R$ and $X \cap [x]_R$ achieve the minimum value zero, then the equivalence class must be included in the lower approximation of the target concept. If the distance between them equal the maximum value one, then the equivalence class must belong to the negative region. The rest equivalence classes lie in the boundary region of the rough set.

Example 1. Let $U = \{x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9, x_{10}, x_{11}, x_{12}\}$ and $R$ be an equivalence relation induced by $U/R = \{\{x_1, x_3\}, \{x_2, x_4, x_5, x_6\}, \{x_7, x_8, x_9, x_{10}\}, \{x_{11}, x_{12}\}\}$. We have that

$$[x_1]_R = [x_3]_R = \{x_1, x_3\},$$

$$[x_2]_R = [x_5]_R = [x_6]_R = \{x_2, x_4, x_5, x_6, x_7, x_8, x_9, x_{10}\},$$

$$[x_7]_R = [x_8]_R = [x_9]_R = [x_{10}]_R = \{x_7, x_8, x_9, x_{10}\}$$

and

$$[x_{11}]_R = [x_{12}]_R = \{x_{11}, x_{12}\}.$$
Furthermore, we have that
\[ d(x, [x]) = d([x], x) = 1 - \frac{|X \cap [x]|}{|X \cap [x]|} = 1 - \frac{3}{4} = 0.25. \]

and
\[ d([x], [x]) = d(x, X) = 1 - \frac{|X \cap [x]|}{|X \cap [x]|} = 1 - \frac{2}{4} = 0.5 \]

and
\[ d([x], [x]) = d(x, X) = 1 - \frac{|X \cap [x]|}{|X \cap [x]|} = 1 - 0 = 1. \]

Furthermore, we have that
\[
\begin{align*}
\mathcal{R}_X &= \{ x \in U | d([x], X \cap [x]) = 0 \} = \{ x_1, x_3 \}, \\
\mathcal{R}_X &= \{ x \in U | 0 \leq d([x], X \cap [x]) < 1 \} \\
&= \{ x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9, x_{10} \}, \\
\text{Neg}_{\mathcal{R}_X} &= \{ x \in U | d([x], X \cap [x]) = x_{11}, x_{12} \}
\end{align*}
\]

From these above equations, it can be seen that the R-lower approximation, R-upper approximation, R-negative region and R-boundary region of X obtained by Pawlak’s rough set model are the same as the ones achieved by the proposed rough set framework based on the set distance. However, the rough set framework based on the set distance seems more intuitive for understanding the meaning of rough set approximation. That is to say, the set distance-based rough set model gives a more comprehensible perspective.

According to the definition of set distance, one easily obtains the following theorem.

**Theorem 2.** Let R be an equivalence relation on U and X ⊆ U a subset. Then,

1. X is a R-definable set iff \( d(\mathcal{R}_X, \mathcal{R}_X) = 0 \);
2. X is a R-rough set iff \( d(\mathcal{R}_X, \mathcal{R}_X) > 0 \).

**Proof.** Similar to the proofs about Eqs. (16)–(19), this theorem can be easily proved. □

With the introduction of rough inclusion, the standard approximation space can be generalized to variable precision approximations. In formulating the variable precision rough set model, Ziarko [46] used the relative degree of misclassification function c and the granular based definition of approximation. In the variable rough set framework, one needs to choose the threshold value \( \beta \) in the range \([0,0.5]\). Given an equivalence relation R on the universe U and a subset X ⊆ U. In variable rough set theory, through using the set distance, a lower approximation of X and an upper approximation of X can be redefined by

\[
\begin{align*}
\mathcal{R}_X &= \{ x \in U | d([x], X \cap [x]) \leq \beta \}, \\
\overline{\mathcal{R}}_X &= \{ x \in U | 0 \leq d([x], X \cap [x]) < 1 - \beta \}.
\end{align*}
\]

Similar to these two denotations, we come to the definitions of negative region and boundary region of a variable rough set as follows

\[
\begin{align*}
\text{Neg}_X &= \{ x \in U | d([x], X \cap [x]) \geq 1 - \beta \}, \\
\text{Bn}_X &= \{ x \in U | 0 < d([x], X \cap [x]) < 1 - \beta \}.
\end{align*}
\]

When the threshold value \( \beta \) equals zero, a variable rough set will degenerate into the corresponding Pawlak’s rough set. From Eqs. (21)–(24), it can be seen that like the standard rough set, the depiction of a variable rough set also depends on the set distance between \([x]\) and \(X \cap [x]\). Clearly, the characterization of a rough set by the set distance will be very helpful for more easily understanding the essence and meaning of a rough set, which provides a more comprehensible perspective for measures from rough set theory.

**Example 2 (Continued from Example 1).** Let \( \beta = 0.4 \), for Ziarko’s variable precise rough set model, we can compute the lower approximation and upper approximation of X as follows

\[
\begin{align*}
\mathcal{R}_X &= \{ x \in U | 1 - \frac{|x \cap [x]|}{|x|} \leq 0.4 \} = \{ x_1, x_2, x_3, x_4, x_5, x_6 \}, \\
\overline{\mathcal{R}}_X &= \{ x \in U | 1 - \frac{|x \cap [x]|}{|x|} < 0.6 \} = \{ x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9, x_{10} \},
\end{align*}
\]

and

\[
\begin{align*}
\text{Neg}_X &= \overline{\mathcal{R}}_X - \mathcal{R}_X = \{ x_7, x_8, x_9, x_{10} \}, \\
\text{Bn}_X &= \mathcal{R}_X - \mathcal{R}_X = \{ x_7, x_8, x_9, x_{10} \}.
\end{align*}
\]

Using the proposed rough set framework based on the set distance, we obtain its lower approximation and upper approximation

\[
\begin{align*}
\mathcal{R}_X &= \{ x \in U | d([x], X \cap [x]) \leq 0.4 \} = \{ x_1, x_2, x_3, x_4, x_5, x_6 \}, \\
\overline{\mathcal{R}}_X &= \{ x \in U | 0 \leq d([x], X \cap [x]) < 0.6 \} = \{ x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9, x_{10} \},
\end{align*}
\]

and

\[
\begin{align*}
\text{Neg}_X &= \overline{\mathcal{R}}_X - \mathcal{R}_X = \{ x_7, x_8, x_9, x_{10} \}, \\
\text{Bn}_X &= \mathcal{R}_X - \mathcal{R}_X = \{ x_7, x_8, x_9, x_{10} \}.
\end{align*}
\]

From these above computations, it is easy to see that the R-lower approximation, R-upper approximation, R-negative region and R-boundary region of X obtained by VPRS are the same as the ones achieved by the redefined VPRS based on the set distance, respectively. Like the set distance-based rough set model, the redefined VPRS play the same role for understanding the meaning of rough set approximation in VPRS, which also displays a more comprehensible perspective.

In the literature [4], Cornelis et al. gone one step further by introducing vague quantifiers like most and some into the model VPRS. In this way, an element x belongs to the lower approximation of X if most of the elements related to x are included in X. Likewise, an element belongs to the upper approximation of X if some of the elements related to x are included in X. In this approach, it is implicitly assumed that the approximations are fuzzy sets, i.e., mappings from X to \([0,1]\), that evaluate to what degree the associated condition is fulfilled. The authors formally define the upper approximation and lower approximation of X by fixing a couple of fuzzy quantifiers, which are also constructed based on the inclusion degree. Hence, we also can employ the proposed set distance for redefining so-called vaguely quantified rough set framework proposed by Cornelis et al. Due to their similarity, we omit its form based on the set distance.
4. Partition distance and some measures in rough sets

In rough set theory, information entropy and knowledge granularity are two main approaches to measuring the uncertainty of a partition in knowledge bases (approximation spaces). If the knowledge granulation (or information entropy) of one partition is equal to that of the other partition, we say that these two partitions have the same uncertainty. However, it does not mean that these two partitions are equivalent. In other words, information entropy and knowledge granulation cannot characterize the difference between any two partitions in a knowledge base. In this section, we introduce a notion of partition distance to differentiate two given partitions and investigate some of its important properties.

For our further development, we give several representations and denotations. We say \( K = (U, R) \) is a knowledge base, where \( U \) is a finite and non-empty set and \( R \) is a family of equivalence relations. In this paper, we denote an equivalence partition induced by \( U/R \) on \( U \) by \( K(R) \). In fact, the partition can be formally defined as \( K(R) = \{E_R(x)|x \in U\} \). Each equivalence class \( E_R(x) \) may be viewed as an information granule consisting of indistinguishable elements [22].

4.1. Partition distance

To characterize the relationship among partitions, based on the view of set distance, we introduce an approach called partition distance for measuring the difference between two partitions on the same knowledge base in the following.

**Definition 2.** Let \( K = (U, R) \) be a knowledge base, \( P, Q \in R \), \( K(P) = \{[x]_P|x \in U\} \) and \( K(Q) = \{[x]_Q|x \in U\} \). Partition distance between \( K(P) \) and \( K(Q) \) is defined as

\[
D(K(P), K(Q)) = \frac{1}{|U|} \sum_{i=1}^{|U|} \left| \left| [x]_P \right| \cap \left| [x]_Q \right| \right|, \quad (24)
\]

where \( \left| [x]_P \right| = \left| [x]_P \cap [x]_Q \right| = \left| \left| [x]_P \right| \right| - \left| \left[ [x]_P \cap [x]_Q \right] \right| \).

**Theorem 3 (Extremum).** Let \( K(U, R) \) be a knowledge base, \( K(P), K(Q) \) two partitions on \( U \). Then, \( D(K(P), K(Q)) = 0 \) if \( P = Q \) and \( D(K(P), K(Q)) = \infty \) if \( P \neq Q \).

**Proof.** For \( \forall P, Q \in R \), one has that \( 1 \leq \left| \left| [x]_P \right| \cap \left| [x]_Q \right| \right| \leq |U| \) if \( \left| \left| [x]_P \right| \cap \left| [x]_Q \right| \right| \neq |U| \). Therefore, for \( \forall P, Q \in R \),

\[
0 \leq \left| \left| [x]_P \right| \cap \left| [x]_Q \right| \right| \leq |U| - 1, \quad i.e., \quad 0 \leq \frac{1}{|U|} \sum_{i=1}^{|U|} \left| \left| [x]_P \right| \cap \left| [x]_Q \right| \right| \leq 1 - \frac{1}{|U|}.
\]

If \( K(P) = K(Q) \), then \( \left| \left| [x]_P \right| \cap \left| [x]_Q \right| \right| = \left| \left| [x]_P \right| \right| = \left| \left| [x]_Q \right| \right| \) if \( i \neq |U| \).

Hence, \( D(K(P), K(Q)) = \frac{1}{|U|} \sum_{i=1}^{|U|} \left| \left| [x]_P \right| \cap \left| [x]_Q \right| \right| = \frac{1}{|U|} \sum_{i=1}^{|U|} \left| \left| [x]_P \right| \right| = 0, \) i.e., \( D(K(P), K(Q)) \) achieves its minimum value 0.

If \( K(P) = \omega \) and \( K(Q) = \delta \), then \( \left| \left| [x]_P \right| \cap \left| [x]_Q \right| \right| = 0 \). Hence, \( D(K(P), K(Q)) = \frac{1}{|U|} \sum_{i=1}^{|U|} \left| \left| [x]_P \right| \cap \left| [x]_Q \right| \right| = 0, \) i.e., \( D(K(P), K(Q)) \) achieves its maximum value \( 1 - \frac{1}{|U|} \).

The partition distance measures the degree of difference between two partitions in the same knowledge base. Obviously,

\[
0 \leq D(K(P), K(Q)) \leq 1 - \frac{1}{|U|}.
\]

Let \( K(P) = \{[x]_P|x \in U\} \), \( K(Q) = \{[x]_Q|x \in U\} \) and \( K(R) = \{[x]_R|x \in U\} \) be three partitions on \( U \). For \( \forall x \in K(P), \{x\}_Q \in K(Q) \) and \( \{x\}_R \in K(R), \)

\( \{x\}_P \in U \), we denote \( \{x\} \cup \{y\} \neq \{x\} \cup \{y\} \). One can give a certain array of all elements in \( \{x\} \cup \{y\} \) and denote the array by \( \text{Array} = (x_1, x_2, \ldots, x_{|x|}, y_1, y_2, \ldots, y_{|y|}) \). Therefore, one can represent \( \{x\} \)

by the following array

\[
x_k = \begin{cases} 1 & \text{if } x_k \in \{x\}, \\ 0 & \text{else}, \end{cases}
\]

for \( x_k \in \text{Array}, k \leq |x| \).

Similarly, the expressions of \( |x| \) and \( |y| \) can also be obtained.

In fact, the expression of \( \text{Array} \) is various, so the expression of \( |x| \) and \( |y| \) should be also changed according to \( \text{Array} \), respectively. This kind of representations about the equivalence classes are illustrated by the following proposition.

**Example 3.** Consider three equivalence classes \( \{x\} = \{1,2,3\}, \{y\} = \{2,3,4\} \) and \( \{z\} = \{3,4,5\} \). Compute the expressions of \( |x|, |y| \) and \( \{x\} \) through using the above method.

By computing, one has that \( \{x\} = \{1,2,3,4,5\} \) and \( \{y\} = \{0,0,1,1,1\} \). Hence, the above expression method, one can get the array expressions of \( A, B \) and \( C \) as follows

\[
A = (a_1, a_2, \ldots, a_{|A|}), \quad B = (b_1, b_2, \ldots, b_{|B|}) \quad \text{and} \quad C = (c_1, c_2, \ldots, c_{|C|}).
\]

Based on these denotations, we then measure the distance between two classical sets by the following formula

\[
d(A, B) = \sum_{i=1}^{|A|} (a_i \oplus b_i). \quad (25)
\]

Analogously, one has that \( d(B, C) = \sum_{i=1}^{|B|} (b_i \oplus c_i) \) and \( d(A, C) = \sum_{i=1}^{|A|} (a_i \oplus c_i) \).

From these denotations, we come to the following lemma.

**Lemma 1.** Let \( A, B, C \) be three classical sets, then \( d(A, B) + d(B, C) \geq d(A, C) \).

**Proof.** Suppose that \( A = \{a_1, a_2, \ldots, a_{|A|}\}, B = \{b_1, b_2, \ldots, b_{|B|}\} \) and \( C = \{c_1, c_2, \ldots, c_{|C|}\} \). From \( (a_i \oplus b_i) \oplus (b_i \oplus c_i) \geq (a_i \oplus c_i) \), it follows that

\[
d(A, B) + d(B, C) = \sum_{i=1}^{|A|} (a_i \oplus b_i) + \sum_{i=1}^{|B|} (b_i \oplus c_i)
\]

\[
= \sum_{i=1}^{|A|} ((a_i \oplus b_i) + (b_i \oplus c_i)) \geq \sum_{i=1}^{|A|} (a_i \oplus c_i) = d(A, C).
\]

Similarly, \( d(A, B) + d(A, C) \geq d(B, C) \) and \( d(B, C) + d(A, C) \geq d(A, B) \). □

**Theorem 4.** Let \( K(U) \) be the set of all partitions induced by \( U \), then \( K(U, D) \) is a distance space.

**Proof.**

1. One can obtain easily that \( D(K(P), K(Q)) \geq 0 \) from **Definition 2.**

2. It is obvious that \( D(K(P), K(Q)) = D(K(Q), K(P)) \).
(3) For the proof of the triangle inequality principle, one only need to prove that $D(K(P), K(Q)) + D(K(P), K(R)) \geq D(K(Q), K(R))$, $K(P), K(Q), K(R) \in K(U)$.

From Lemma 1, we know that for $x_i \in U$, $d'([x_i], [x_i]) + d'([x_i], [x_i]) = d'([x_i], [x_i])$. Hence,

$$D(K(P), K(Q)) + D(K(P), K(R)) = \frac{1}{|U|} \sum_{i=1}^{n} \frac{|x_i|_P \times |x_i|_Q}{|U|} + \frac{1}{|U|} \sum_{i=1}^{n} \frac{|x_i|_R \times |x_i|_R}{|U|}$$

$$= \frac{1}{|U|} \sum_{i=1}^{n} \frac{d'([x_i], [x_i])}{|U|} + \frac{1}{|U|} \sum_{i=1}^{n} \frac{d'([x_i], [x_i])}{|U|}$$

$$= \frac{1}{|U|} \sum_{i=1}^{n} \frac{d'([x_i], [x_i])}{|U|} + \frac{1}{|U|} \sum_{i=1}^{n} \frac{d'([x_i], [x_i])}{|U|}$$

$$\geq \frac{1}{|U|} \sum_{i=1}^{n} \frac{d'([x_i], [x_i])}{|U|}$$

$$= \frac{1}{|U|} \sum_{i=1}^{n} D(K(Q), K(R))$$

Therefore, $(K(U), D)$ is a distance space. □

From the above theorem, one can draw a conclusion that the partition distance is also distance metric.

For further development, we give the following Lemma 2.

**Lemma 2.** Let $A, B, C$ be three classical sets with $A \subseteq B \subseteq C$ or $A \supseteq B \supseteq C$, then $d'(A, B) + d'(B, C) = d'(A, C)$.

**Proof.** Suppose that $A' = \{a_1, a_2, \ldots, a_{|A'|}\}$, $B' = \{b_1, b_2, \ldots, b_{|B'|}\}$ and $C = \{c_1, c_2, \ldots, c_{|C'|}\}$. Let $A \supseteq B \supseteq C$, thus $A \cup B \cup C = A$ and $B \cap C = B$. Therefore,

$$d'(A, B) + d'(B, C) = \sum_{i=1}^{n} (a_i \oplus b_i) + \sum_{i=1}^{n} (b_i \oplus c_i)$$

$$= (|A| - |A| \cap B) + (|B| - |B| \cap C)$$

If $A \subseteq B \subseteq C$, similarly, one can draw the same conclusion. □

By Definition 2 and Lemma 2, one can obtain the following theorem.

**Theorem 5.** Let $K = (U, R)$ be a knowledge base, $P, Q, R \in R$ and $K(P) \subseteq K(Q) \subseteq K(R)$ or $K(R) \subseteq K(Q) \subseteq K(P)$. Then, $D(K(P), K(Q)) = D(K(P), K(Q)) + D(K(Q), K(R))$.

**Proof.** For $K(P), K(Q), K(R) \in K$ and $K(P) \subseteq K(Q) \subseteq K(R)$, one can easily get that $[x_i]\subseteq[x_i]\subseteq[x_i]$ for $x_i \in U$. Hence, it follows from Lemma 2 that

$$D(K(P), K(Q)) + D(K(Q), K(R)) = \frac{1}{|U|} \sum_{i=1}^{n} \frac{|x_i|_P \times |x_i|_Q}{|U|} + \frac{1}{|U|} \sum_{i=1}^{n} \frac{|x_i|_Q \times |x_i|_R}{|U|}$$

$$= \frac{1}{|U|} \sum_{i=1}^{n} d'([x_i], [x_i]) + \frac{1}{|U|} \sum_{i=1}^{n} d'([x_i], [x_i])$$

$$= \frac{1}{|U|} \sum_{i=1}^{n} d'([x_i], [x_i]) = 1 - \frac{1}{|U|}$$

It is obvious that $K(R) \subseteq K(Q) \subseteq K(P)$. By computing the partition distances among them, one can obtain that

$$D(K(P), K(Q)) = \frac{1}{5} \left( 1 + 2 + 0 + 0 \right) = \frac{4}{25}$$

$$D(K(Q), K(R)) = \frac{1}{5} \left( 0 + 0 + 1 + 1 \right) = \frac{2}{25}$$

$$D(K(P), K(R)) = \frac{1}{5} \left( 1 + 2 + 1 + 1 \right) = \frac{6}{25}$$

As a result of the above discussions and analyses, we come to the following corollary.

**Corollary 1.** Let $K(U)$ be the set of all partitions induced by $U$ and $K(P)$ a partition on $K(U)$, then $D(K(P), K(\delta)) + D(K(P), K(\omega)) = 1 - \frac{1}{|U|}$.

**Proof.** Since $K(\omega) \subseteq K(P) \subseteq K(\delta)$, one can obtain that

$$D(K(P), K(\delta)) + D(K(P), K(\omega)) = \frac{1}{|U|} \sum_{i=1}^{n} \frac{|x_i|_P}{|U|} \cdot \frac{|x_i|_Q}{|U|} + \frac{1}{|U|} \sum_{i=1}^{n} \frac{|x_i|_Q}{|U|}$$

$$= \frac{1}{|U|} \sum_{i=1}^{n} \frac{|x_i|_P}{|U|} \cdot \frac{|x_i|_Q}{|U|} + \frac{1}{|U|} \sum_{i=1}^{n} \frac{|x_i|_Q}{|U|}$$

$$= \frac{1}{|U|} \sum_{i=1}^{n} \frac{|x_i|_P}{|U|} \cdot \frac{|x_i|_Q}{|U|} + \frac{1}{|U|} \sum_{i=1}^{n} \frac{|x_i|_Q}{|U|}$$

$$= \frac{1}{|U|} \sum_{i=1}^{n} \frac{|x_i|_P}{|U|} \cdot \frac{|x_i|_Q}{|U|} = 1 - \frac{1}{|U|}$$

Obviously, $D(K(P), K(\delta)) + D(K(P), K(\omega)) = 1 - \frac{1}{|U|}$. □

Hence, the partition distance can characterize the difference between two partitions in knowledge bases.

4.2. Partition distance and information measure in information tables

An information measure can calculate the information content of an information table [13,15]. Let $S = (U, A)$ be a complete information table, $P \subseteq A$, the information measure $I(P)$ ($I$ is an information measure function) of $K(P)$ should satisfy [7].

(1) $I(P) \geq 0$;
(2) if $K(P) = K(Q)$, then $I(P) = I(Q)$; and
(3) if $K(P) \subseteq K(Q)$, then $I(P) > I(Q)$.

For example, each of Shannon’s information entropy [28] and Liang’s information entropy [14] is an information measure which is used to measure the information content of a complete information table.

In what follows, we establish the relationship between the partition distance and information measure in information tables.
Theorem 6. \( D(K(P),K(\delta)) \) is an information measure.

**Proof.** Let \( K(\delta) = \{[x_i]|x_i \in U, x_i \in U \} \) and \( K(P) = \{[x_i]|x_i \in U \} \).

1. This distance \( D \) is clearly non-negative.
2. If \( K(P) = K(Q) \), then \( D(K(P),K(\delta)) = D(K(Q),K(\delta)) \).
3. We prove that if \( K(P) < K(Q) \), then \( D(K(P),K(\delta)) > D(K(Q),K(\delta)) \).

Since the partition \( K(P) = \{[x_i]|x_i \in U, x_i \in U \} \) and \( K(P) < K(Q) \), so \( |x_i| \subseteq |x_i|_Q \subseteq U \), \( x_i \in U \), and there exists \( x_0 \in U \) such that \( [x_0]_P \subseteq [x_0]_Q \). Hence,

\[
D(K(P),K(\delta)) = \frac{1}{|U|} \sum_{i=1}^{U} \frac{|x_i|_P \cap |x_i|}{|U|} - \frac{1}{|U|} \sum_{i=1}^{U} \frac{|U| - |x_i|_P}{|U|} > D(K(Q),K(\delta)).
\]

That is \( D(K(P),K(\delta)) > D(K(Q),K(\delta)) \).

Summarizing the above, \( D(K(P),K(\delta)) \) is an information measure. □

4.3. Partition distance and information granularity in information tables

As we know, information granularity, in a broad sense, is the average measure of information granules of a partition in a given knowledge base [43]. It can be used to characterize the classification ability of a given partition. Liang and Qian [14] developed an axiomatic definition of information granularity in information tables, which is defined as follows.

**Definition 3.** For any given information table \( S = (U,A) \), let \( G \) be a mapping from the power set of \( A \) to the set of real numbers. We say that \( G \) is an information granularity in \( S = (U,A) \) if \( G \) satisfies the following conditions:

1. \( G(P) \geq 0 \) for any \( P \subseteq A \);
2. \( G(P) = G(Q) \) for any \( P, Q \subseteq A \) if there is a bijective mapping \( f: K(P) \rightarrow K(Q) \) such that \( |[x_i]| = |f([x_i])|, x_i \in E \); and
3. \( G(P) < G(Q) \) for any \( P, Q \subseteq A \) with \( K(P) < K(Q) \).

Theorem 7. \( D(K(P),K(\omega)) \) is an information granularity measure.

**Proof.** Let \( K(\omega) = \{[x_i]|x_i \in U, x_i \in U \} \) and \( K(P) = \{[x_i]|x_i \in U \} \).

1. This distance \( D \) is clearly non-negative.
2. If \( K(P) = K(Q) \), then \( D(K(P),K(\omega)) = D(K(Q),K(\omega)) \).
3. We prove that if \( K(P) < K(Q) \), then \( D(K(P),K(\omega)) < D(K(Q),K(\omega)) \). From the partition \( K(\omega) = \{[x_i]|x_i \in U \} \) and \( K(P) < K(Q) \), one has that \( x_i \subseteq S(x_i) \subseteq S(x_i) \), \( x_i \in U \), and there exists \( x_0 \in U \) such that \( [x_0]_P \subseteq [x_0]_Q \). Therefore,

\[
D(K(P),K(\omega)) = \frac{1}{|U|} \sum_{i=1}^{U} \frac{|S(x_i)| \cap |x_i|}{|U|} - \frac{1}{|U|} \sum_{i=1}^{U} \frac{|S(x_i)|}{|U|} - \frac{1}{|U|} \sum_{i=1}^{U} \frac{|x_i|}{|U|} \]
\[
< \frac{1}{|U|} \sum_{i=1}^{U} \frac{|S(x_i)|}{|U|} - \frac{1}{|U|} \sum_{i=1}^{U} \frac{|x_i|}{|U|} = D(K(Q),K(\omega)).
\]

4.4. Relative discussions

From the above subsections, it can be seen that the partition distance can be used to information measure, which establishes a significant bridge between the partition distance and information entropy in the context of information tables. In this subsection, we will discuss the relationship between the partition distance and the heuristic functions based on information entropy for attribute reduction in rough set theory.

In order to obtain all attribute reducts of a given data set, Skowron [30] proposed a discernibility matrix method, in which any two objects determine one feature subset that can distinguish them. According to the discernibility matrix viewpoint, Qian et al. [24,25] and Shao et al. [29] provided a technique of attribute reduction for interval ordered information tables, set-valued ordered information tables and incomplete ordered information systems, respectively. The above attribute reduction methods are usually time consuming and intolerable to process large-scale data. To support efficient attribute reduction, many heuristic attribute reduction methods have been developed in rough set theory, cf. [8–10,15,16,26,31–35,38]. Slezak [32,33] investigated the relationships between information entropy, attribute clustering and attribute reduction. For convenience, from the viewpoint of heuristic functions, we classify these attribute reduction methods into four categories: positive-region reduction, Shannon’s entropy reduction, Liang’s entropy reduction and combination entropy reduction.

1. **Positive-region reduction**

Hu and Cercone [8] proposed a heuristic attribute reduction method, called positive-region reduction, which keeps the positive region of target decision unchanged. The literature [9] gave an extension of this positive-region reduction for hybrid attribute reduction in the framework of fuzzy rough set. Jensen and Shen [11,12] proposed other extensions of the positive-region reduction to obtain an attribute reduct in the context of fuzzy rough set theory.

2. **Shannon’s entropy reduction**

As Shannon’s information entropy was introduced to search reducts in the classical rough set model [31], Wang et al. [34] used its conditional entropy to calculate the relative attribute reduction of a decision information table. In fact, several authors also have used variants of Shannon’s entropy or mutual information to measure uncertainty in rough set theory and construct heuristic algorithm of attribute reduction in rough set theory [10,35,38]. Each of these reduction methods keeps the conditional entropy of target decision unchanged.
(3) Liang's entropy reduction
Liang et al. [15] defined a new information entropy to measure the uncertainty of an information table and applied the entropy to reduce redundant features [16]. Unlike Shannon's entropy, this information entropy can measure both the uncertainty of an information table and the fuzziness of a rough decision in rough set theory. This reduction method can preserve the conditional entropy of a given decision table. In fact, the mutual information form of Liang's entropy also can be used to construct a heuristic function of an attribute reduction algorithm.

(4) Combination entropy reduction
In general, the objects in an equivalence class cannot be distinguished each other, but the objects in different equivalence classes can be distinguished each other in rough set theory. Therefore, in a broad sense, the knowledge content of a given attribute set can be characterized by the entire number of pairs of the objects which can be distinguished each other on the universe. Based on this consideration, Qian and Liang [26] presented the concept of combination entropy for measuring the uncertainty of information tables and used its conditional entropy to select a feature subset. This reduction method can obtain an attribute subset that possesses the same number of pairs of the elements which can be distinguished each other as the original decision table. This measure focuses on a completely different point of view, which is mainly based on the intuitionistic knowledge content nature of information gain.

The above four attribute reduction methods provide four kinds of feature subset selection approaches based on rough set theory. Positive-region reduction is to keep the positive region of target decision unchanged. From the viewpoint of partition distance, this reduction method is not based on the idea of partition distance. The other three kind of attribute reduction methods are all based on so-called conditional entropy, which can be included in information theory field. In a broad sense, owing to the conditional entropy of condition attributes with respect to a given decision attribute can be understood as the difference between the partition induced by condition attributes and that induced by the decision attribute. From this consideration, the partition distance between the condition partition and the decision partition also can play the same role. Hence, it may imply that there are some essential relationships between the partition distance and each of those heuristic functions based on conditional entropy. Owing to the importance and complexity of this task, we will carefully investigate the problem in our further study.

5. Conclusion
The contribution of this paper has two facets. On one side, through introducing a set distance to rough set theory, we have investigated how to understand measures from rough set theory in the viewpoint of distance, which are inclusion degree, accuracy measure, rough measure, approximation quality, fuzziness measure, three decision evaluation criteria, information measure and information granularity. Moreover, a rough set framework based on the set distance is also a very interesting perspective for understanding rough set approximation. On the other side, we have developed the concept of partition distance for calculating the difference between two partitions, and have used this partition distance to reveal the physical meanings of information entropy and information granularity. From the view of distance, these results look forward to providing a more comprehensible perspective for measures in rough set theory.
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