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CHAPTER 1

Introduction

1.1 Public Health, Diagnostic and Treatment Challenges in Seizures

We aim to address important public health problems in the long process of diagnosing and treating patients with seizures. Ten percent of the US population will experience at least one isolated seizure in their lifetime [8, 9]. Every year, one hundred thousand Americans are diagnosed with epilepsy, defined by a chronic predisposition for seizures [10, 11]. Anti-seizure medications (ASMs) effectively treat two-thirds of these patients [12, 13, 14, 15, 16]. Failing an ASM is defined by a less than 50% reduction in seizure frequency. After failing two or more ASMs, the probability of seizure freedom on medical treatment is low [15]. After failing appropriate doses of at least two ASMs appropriate to their seizures, patients are triaged to tertiary care centers for epilepsy to identify if there are other medical, surgical or technological treatments for their seizures [17]. Even if they have not failed two ASMs, patients with atypical seizures also may be referred for differential diagnosis of their episodes so that the most effective treatment can be identified [18, 17].

To effectively characterize and localize the seizure-onset zone, patients may be admitted for simultaneous video-electroencephalography (vEEG) [19, 20, 21]. Neuroimaging including structural and diffusion magnetic resonance imaging (MRI) and deoxyflouroglucose positron emission tomography (PET) can supplement this
diagnostic process [17, 22, 23]. Patients with a single seizure focus may be eligible for surgical treatment that results in seizure reduction in two thirds of patients, depending on the etiology of their seizures [24, 25]. Surgery is more effective when a structural and/or metabolic lesion is visible using neuroimaging, and is consistent with patients’ semiology and ictal EEG [22, 23, 24]. In particular, it can be challenging to discriminate bilateral from unilateral temporal lobe epilepsy [26, 27, 28]. Due to the functional role of the mesial temporal lobe in memory formation, bilateral resection of the temporal lobe results in irreversible deficits in new memory formation [29, 30, 31]. Therefore, only patients with unilateral temporal lobe epilepsy are surgical candidates. At UCLA, we have shown that resective surgery is more effective earlier in the patient’s disease course in both adults and children [32, 33, 34]. Unfortunately, the average time to resective surgery is 18.8 years [35].

Of patients admitted for vEEG, one-third experience non-epileptic seizures (NES) [8]. Throughout this manuscript, we will refer to these events as seizures even though they are not caused by abnormally synchronous, epileptic neural activity [18, 36]. This terminology respects the patients’ experience of these events as seizures. We find the alternate terminology of “events” or “attacks” unnecessarily vague or suggestive of an external source. These terms also do not reflect the difficulty in discriminating between NES and ES without vEEG.

NES can be split into two subtypes: psychogenic and physiologic [18]. Physiologic NES are seizure-like signs and symptoms caused by organic dysfunction including, but not limited to, complex migraines, syncope, transient ischemic attacks, polypharmacy, confusion episodes in dementia [18]. Psychogenic NES are understood as a conversion disorder, in which patients translate psychological challenges into physical symptoms [18]. At our center, 90% of NES are psychogenic [37]. Both subtypes of NES are not due to epileptic neural activity, therefore the primary mechanism of action of ASMs will not treat the seizures. Instead, one
should focus on treating the underlying psychiatric challenges through cognitive behavioral therapy and/or medications [38]. Similar to the surgical patients, the long-term seizure outcome for patients with psychogenic NES is better if the disorder is diagnosed earlier [39, 40]. However, this long and complex diagnostic process makes a quick diagnosis and triage challenging, at best. The average time between first seizure and the diagnosis of NES is 9.2 years [41, 42].

These unfortunate statistics have a large impact on the cost of care and quality of life for patients with seizures. Because patients with seizures are treated, most frequently, as if they have epilepsy until proven otherwise, the cost of care for all medication resistant patients is similar. Without resective surgery, the lifetime cost of medication resistant seizures is US$100,000. In the case of NES, cost could be reduced drastically because these patients clearly would not need ASMs, but they do require targeted treatment of the cause of their seizures [18, 38, 43]. For patients with focal seizures, surgery for epilepsy is effective treatment and cost effective, due to decreasing the need for ASMs and reducing, if not eliminating, seizures [44, 32, 45, 46]. For patients with ES that are not surgical candidates, different medications tend to be effective for focal versus generalized onset seizures, and certain medications are effective for particular epilepsy syndromes [17]. Due to lost ability to work and other factors, the annual economic cost of epilepsy to the US is $34 billion [47, 48, 49, 50]. In addition to these economic factors, recent research has shown a decreased quality of life for patients with seizures [51, 52], and in particular patients with psychogenic seizures [53, 54], using almost any measure of quality of life. By more effectively and efficiently identifying the cause of the seizures, we can target therapies better. By understanding and identifying the common comorbidities in each subtype of seizures, we also can target resources and interventions towards treating and managing the non-seizure factors that contribute to these quality of life statistics.
1.2 Diagnostic Modalities Utilized in Seizures

Numerous diagnostic modalities are used to measure the clinical, structural, metabolic and electrographic findings that are associated with seizures, to characterize subtypes and to determine surgical candidacy. We will review these diagnostic modalities in the context of diagnosing and treating a patient with medication resistant seizure disorder.

After the patient experiences their first seizure, most patients seek medical attention through an emergency department or outpatient facility. If they don’t seek attention after their first seizure, patients certainly seek help after their second unprovoked seizure. During this encounter, a physician assesses the history of seizures, medical history, psychiatric history, social history, family history and conducts a physical and, potentially, a neurological exam. All of these data help the physician and patient determine the cause and treatment for the seizures [17]. These data typically are recorded in free form text written by the physician. These notes are made for the purpose of communication with other health care providers and, frequently, insurance companies. However, patient-physician teams are not known to create reliable, reproducible data: different physicians ask and record different data from the same patient, and the same patient will answer in different ways depending on how the question is asked and their relationship with the physician [55]. This results in missing data and inconsistent records. This complicates the modeling of these data. These inconsistencies will be present when implementing or applying the knowledge gleaned from modeling.

The main challenge in utilizing clinical data is the extraction of meaningful data from the free text. This free text can be coded as binary presence or absence, categorical data, counts, or continuous quantities. The complexity of the data is too large for individual readers to code every detail in the note. Instead, we use our knowledge from treating these patients, in combination with past literature,
to identify factors with a higher prior probability that they will help make a meaningful distinction between populations of patients.

If the physician determines that more data is needed or could be helpful in treating the patient, they will order a routine outpatient scalp EEG [17]. This outpatient EEG hopes to capture epileptic activity during the 20-minute recording, either in the form of a seizure or interictal epileptiform discharges. This occurs in 50% of patients on their first recordings, and is highly sensitive [56, 57]. When these findings are not present, the EEG is inconclusive. After three or more outpatient EEGs, 90% of patients with ES have exhibited epileptic activity. The goal of EEGs is to identify the seizure focus, if it exists. Different medication is effective for different seizure foci and for generalized versus focal seizures.

These assessments allow for identification of effective treatment in two thirds of patients with seizures [12, 13, 14, 15, 16]. A patient is considered to have failed a medication if they are not seizure free on a therapeutic dose or they experienced detrimental side effects while on the medication. Patients that fail two or more appropriately chosen ASMs are, by definition, medication resistant. Medication resistant patients should be referred to tertiary care centers for epilepsy so that the appropriate treatment plan can be made [17].

Tertiary care centers frequently utilize more extensive monitoring and more modern technology. These modern technologies include x-ray computed tomography (CT), MRI, PET and magnetoencephalography (MEG) [17]. These modalities provide a unique view into the pathologic process. CT is sensitive to skull fractures and acute bleeds, but is insensitive to the soft tissue changes that are expected in seizure disorder. MRI can provide contrast between grey and white matter, and thereby help visualize epileptogenic malformations of cortical development including but not limited to focal cortical dysplasia, heterotopias, polymicrogyria, and hippocampal sclerosis [58]. Diffusion tract imaging (DTI), a subtype of MRI, can provide an even more detailed assessment of white matter tracts [27]. FDG-PET
provides a complementary picture by focusing on measuring glucose metabolism in cortical areas [22, 23]. Between seizures, a focus of hypometabolism can indicate the seizure onset zone [59, 60]. During a seizure, a focus of hypermetabolism can indicate regions involved in the seizure network, through FDG-PET or SPECT imaging. The challenge to all of these imaging modalities is aligning the complex cortical structure across patients so that intensity values can be compared. Additionally, each patient’s seizure network is different subtly, which makes it difficult to make generalizable comparisons across patients, even if the patient’s general seizure onset zone matches.

The gold standard diagnostic method for seizure disorder is a long-term vEEG [10, 18, 61, 36]. The limitation in the above modalities is that most of them rely on observing secondary aspects of the seizure network. VEEG has the benefit of visualizing the behavior and the electrophysiologic signs of the seizures simultaneously. This gives an educated observer a unique ability to determine if the behavior can be explained by the neural signal recorded by the EEG. When psychogenic seizures are part of the differential, this direct pairing of behavior with neural activity allows for an experienced observer to diagnose the patient definitively. This pairing also is useful to distinguish between potential seizure onset zones. If a single resectable focus can be identified that does not also hold critical functionality for normal function (i.e. language), then the patient could benefit from surgery.

If the patient is a potential candidate for surgery, additional more invasive diagnostic modalities are available, like intracranial grids, depth electrodes and intraoperative electrocorticography. These modalities help differentiate between similar seizure onset zones for the sake of surgical planning, especially when previous modalities disagreed or conflicted. Because our focus is on developing diagnostics, these invasive methods are outside the scope of this work.
1.3 Significance & Impact of Developing Computer-Aided Diagnostic Tools (CADTs) for Seizures

The goal of computer aided diagnostic tools (CADTs) is to supplement, not replace, clinical expertise and reasoning. If designed as such, CADTs can evaluate data differently than human experts [62]. Humans are exceptional at detecting complex trends in small numbers of features with a strong signal to noise ratio. Computers are exceptional at detecting subtle, noisy trends across hundreds or thousands of features. Our goal for CADTs is to translate complex data best read by an automated algorithm into simple outputs that expert human observers can integrate into their clinical decision making process. In this section, we discuss the many junctures at which CADTs could make an impact in clinical care of seizures.

The earliest point for intervention is during or after the first, or subsequent, outpatient assessment for seizures. Conventional assessment of seizures relies on a description of the seizure events. These descriptions, combined with the knowledge of where functions are localized in the brain, can help form an idea about where the seizures come from. Unfortunately, witnesses and patients are notoriously unreliable in the description of the seizures and neural networks are complex [63]. The specific networks involved in the seizure, and the propagation patterns frequently vary across patients, even if the seizure-onset zone is the same. Therefore, while these descriptions provide some evidence to localize the seizures, more data is needed to provide a complete and definitive assessment of the seizures.

CADTs can help at this stage by quantifying the relative value of each reported factor and integrating multiple historical factors into a single, objective likelihood score for NES. When the algorithm indicates NES, this can be used to triage patients at risk for NES towards tertiary care centers to rule out ES and positively diagnose NES. The objectivity of this score allows the clinician to maintain their
therapeutic relationship with the patient because they do not need to challenge the patient’s idea that their seizures are due to epilepsy. As well as we try to explain what the cause of NES is, due to the stigma around mental disorders means that there is a potential for the patient to feel betrayed when the clinician brings up the possibility of NES [64, 65]. By using an objective score to indicate NES, the patient-physician alliance can be maintained.

Note that we propose that a CADT-based score could be used to triage towards tertiary care centers, instead of used to diagnose the patient. This is based on the knowledge that the specificity of any CADT will be less than 100%, just as the specificity of the clinical assessment is imperfect because of the limitation of the quality of outpatient interview data. Therefore, it is necessary to refer these patients to tertiary care for a more detailed assessment of their seizures by an epilepsy specialist, potentially including EEG and other imaging modalities.

If and when scalp EEG is deemed helpful or necessary to help diagnose and localize the seizures, the interpretation of these data relies on the observation of interictal epileptiform discharges or overt seizure activity during the recording, as discussed above [57]. Seizure and spike detection protocols, ultimately, aim to replace neurologists by being able to identify the activity that neurologists use to understand the seizure onset and propagation [66, 67, 68, 69, 70]. Seizure prediction uses similar methods to seizure and spike detection to give patients advance warning that their seizures will occur soon [71]. Recent developments in seizure prediction utilize intracranial EEG to achieve sufficient performance to be applicable to patients. Patients that require intracranial monitoring have already had their seizure onset zone localized enough to allow for placement of recording electrodes. Seizure detection, prediction and intracranial monitoring address important issues in the management of established ES, instead of in the diagnosis of ES.

In addition to the extensive work that has been done in automated seizure and
spike detection, as well as seizure prediction, CADTs have the potential to identify diagnostic information in the resting state, interictal periods [72, 73, 8, 74]. This addresses a fundamental limitation of scalp EEG, for a scalp EEG recording to be diagnostic; some interpretable activity must be present. If we can identify reliable resting state EEG changes, then we could improve the diagnostic yield of every scalp EEG assessment ordered. This could have an impact similar to the CADT based on the clinical information: we can triage patients at risk for NES towards tertiary care faster, in addition to improving the localization and characterization of epileptic seizures to facilitate medical and surgical management.

If the patient fails to respond to an ASM, an MRI is indicated to further characterize the seizures [17, 75]. MRIs have the unique ability to identify tumors, cortical dysplasia, heterotopias, other cortical and subcortical malformations, as well as findings thought to be secondary to repeated uncontrolled seizures, like hippocampal sclerosis. These findings are apparent to an experienced radiologist. However, quantitative morphometry has shown repeatedly that there exist subtle changes that are not appreciated by visual inspection [76, 77, 26, 28, 78]. Focal cortical thinning or thickening, sometimes accompanied by increase in signal intensity, can indicate the seizure-onset zone. These findings help identify the epileptogenic zone: the area where, if resected, the patient would be seizure free. However, there exist radiologic changes outside the seizure-onset zone that were not appreciated until quantitative morphometric methods were developed [26, 79]. Unfortunately, patients that have more pathologic changes outside of their primary seizure focus have a worse prognostic outcome after resective surgery for epilepsy.

CADTs have the potential to leverage these findings into an objective predictive score for epilepsy in general, or even discriminate between subtypes of epilepsy. A number of CADTs have been developed to identify the epileptogenic zone, and have shown that a more complete resection of the identified area led
to improved seizure control [80]. While these methods seem promising, none has been validated enough to begin a randomized control trial. This may be because the current method of determining the site of resection is through a multispecialty discussion of all the available evidence, instead of relying on a single information modality to define the resected area. Alternatively, CADTs can aim to assist in this diagnostic process by helping to identify the general subtype of seizures, either epileptic or non-epileptic. The CADTs we developed below specifically address the question of lateralization. Differentiation between left and right temporal lobe epilepsy (TLE) is critical for pre-surgical planning because patients with bilateral TLE are not candidates for resective surgery due to irreversible memory loss, as we learned with patient HM [29, 7, 81, 31]. Patients with unilateral TLE are surgical candidates because of the capability for a single hippocampus to hold and generate memories. The recent advent of responsive neurostimulation (RNS) has given hope to patients with bilateral TLE [82], but these types of decisions later in the diagnostic process are outside the scope of this work. CADTs that aim to diagnose, as compared to identifying the region to resect, contribute to the diagnostic process instead of aim to replace it. Therefore, there may be more support for the integration of the latter CADTs into the clinical diagnostic and pre-surgical process.

MRIs are ordered prior to tertiary care and within tertiary care, therefore there is potential for their use in the early diagnosis of disease. However, MRIs are more expensive than scalp EEG and clinical interviews, therefore current protocols only indicate their use after failure of at least one ASM [17]. During assessment at a tertiary care center, MRI also is used to subtype epileptic seizures, even if the patient is not a surgical candidate. Therefore, development of diagnostic CADTs outside the pre-surgical process can still have an impact on clinical decision-making.

The last pivotal piece of the diagnostic and pre-surgical assessment for epilepsy is FDG-PET imaging. When clinical evidence, scalp EEG and MRI are discor-
The goals of algorithms based on PET are similar to those based on MRI [7]. Some methods seek to identify a region to resect, and others seek to assist in the diagnostic process [72, 26, 27, 73, 28, 74]. Because FDG-PET scans are such a late part of the diagnostic assessment and are only done at some tertiary care centers, the clinical impact of these tools may be reduced.

Lastly, we recognize that MEG is another useful diagnostic modality used to diagnose seizure disorder. The information gleaned from MEG is similar and complementary to EEG. At our center, it is acquired after the other modalities if more information is needed. Because of the relatively low impact of MEG in the pre-surgical assessment, we do not address the development of CADTs based on MEG in this work.

1.4 Statistical Challenges in Training & Validating Machine Learning Models

The rate limiting steps in the development of CADTs are statistical, in our opinion. Figure 1.1 illustrates the general process to train and validate machine-learning models. For our purposes, we define machine learning as statistical models to predict binary or categorical outcomes. The statistical challenges include insufficient sample size, a huge number and complexity of potentially diagnostic features, difficulties in finding the meaningful trends in this complex data through structured algorithms and inefficiencies in using data to train these algorithms.

One of the central challenges in developing these CADTs is the collection of sufficient high quality and clinically relevant data to train and validate these models. One limitation to many neuroimaging studies is that they are underpowered vastly [86, 87, 88]. Using conventional models, a model is underdetermined if the number of independent features to be studied, \( p \), outnumbering the number of sta-
Figure 1.1: Flow chart of a statistical experiment. Dashed lines reflect optional steps.

Statistically independent data points, \( n \). Using some clever statistical optimization criteria, we can find unique and stable solutions when \( n \ll p \) (see Didactic Background Material, Feature Selection). These criteria, however, do not obviate the curse of dimensionality (CoD): as the \( p \) increases, the average distance between the data points increases supra-exponentially in the measurement space. The only way to negate the effect of the CoD is to collect databases that increase supra-exponentially. In the modern age of electronic health records (EHRs) and novel advancements in data management and storage by giant technology companies like Google and Facebook, this may be possible.

However, we must ensure that the information collected from these patients is meaningful. While it would be tempting to collect all possible data from each data point, we remember that if these features simply add noise, then we are decreasing our ability to generalize from a training data point to validation data because these data are farther apart. The best method for focusing this search is by using biological and clinical prior knowledge in combination with novel statistical methods [3]. For epilepsy, this means initially utilizing the data that is collected as part of the diagnostic and pre-surgical assessment. Clinicians have determined that these information modalities hold valuable information, so it is logical to use rigorous statistical methods to verify and build upon that knowledge.

Even if we can collect huge quantities of data, we must make assumptions
about the structure of the diagnostic information in these features (see Didactic Background Material, Machine Learning Statistics). In lay language: we can only find diagnostic information where we look for it. If we assume that the diagnostic information is captured by linear changes in the input data, then we can only find linear changes. Currently, the best method for integrating interaction and non-linear information is a neural network model. These models, however, can be too flexible and thereby require huge amounts of information. If limited information is available, the neural network has a tendency to overfit the data by using its flexibility to capture trends in the training data that improve training performance, but do not translate to the validation data. Therefore, if there is known structure in the diagnostic information, imposing that structure could improve the ability for the model to generalize to validation data. Again, we only can see diagnostic information in data if we look in the appropriate way.

When limited data is available, it is important to make full utilization of these data. We define the types of machine learning algorithms based on how they estimate the optimum value of the parameters inherent to the model, which we will designate $\psi$. However, numerous models or protocols include hyperparameters that are not optimized jointly with $\psi$, which we will designate $\theta$. Conventional methods to optimize both $\psi$ and $\theta$ is to split the data into three groups: training for $\psi$, testing for $\theta$ and validation data to assess the generalizability of the learned $\psi$ and $\theta$. In order to minimize the variance of the estimate the generalizability of the model well, the size of the validation set needs to be maximized. However, in order to learn a good model, the size of the training and test sets also must be maximized. Limiting the size of the training set biases the generalization performance to be worse. This is called the bias-variance tradeoff (see Didactic Background Material, Machine Learning Statistics).

A popular method to reduce the effect of the bias-variance tradeoff is nested cross-validation. In cross-validation, all of the data is used in the validation set,
just not at the same time (see Figure 2.10). In ten-fold cross-validation, the data is split into ten mutually exclusive subsets. Nine of the subsets are used for training and testing, whereas the last subset is used for validation. Subsequently, the identity of the validation subset is permuted such that each set is the validation subset once and only once. In nested ten-fold cross-validation, the nine subsets are split into ten mutually exclusive sub-subsets. Nine of these sub-subsets are used to train $\psi$ for a range of $\theta$. The choice of $\theta$ that performs the best on the last sub-subset is used without modification on the validation subset. Consequently, there are ten different sub-sub-models that are applied to the same validation subset. Pooling the result through averaging or pooling scores can estimate the overall generalization performance while maintaining the out-of-sample nature of both the testing and the validation data.

Figure 1.2: 3-Fold Cross-validation when $\theta$ is selected \textit{a priori}, as compared to optimized. Therefore, no data is needed to learn $\theta$. A separate model is learned for each fold, resulting in three overall models to aggregate later.

If we are mostly interested in assessing the generalization performance, we could perform a complete cross-validation within each nested fold, but this has the propensity to overfit the data. To be clear, a complete cross-validation means that instead of having sub-sub-models, we choose the single $\theta$ that maximizes performance on the nine subsets, and re-train $\psi$ based on that value of $\theta$. This maintains the out-of-sample nature of the validation data, and thereby maintains the validity of our estimates of generalizability. Unfortunately, this reduces the interpretability of the $\psi$ and $\theta$ because they were “peaked.” Although there are
10-fold less pairs of $\psi$ and $\theta$, the variance of $\psi$ and $\theta$ across cross-validation folds can be larger. This increase in variance reduces our ability to estimate the effect of each parameter and hyperparameter within $\psi$ and $\theta$ accurately.

In part 2 of this work, we propose and empirically validate a method to utilize more of the available data for training $\psi$ and $\theta$, without reducing the size of the validation set. This is accomplished by reducing the need for nested cross-validation. Our method also explicitly addresses the variability in $\theta$ across cross-validation folds and thereby improves our ability to interpret the sensitivity of our model to our choice of $\theta$.

1.5 Use of Electronic Health Records (EHRs) in Clinical Research

One of the ways we addressed these statistical challenges was through effective utilization of electronic health records (EHRs). As described in detail in our manuscript, the recent mandate for EHRs has great potential impact on the development of computer-aided diagnostic tools (CADTs) and clinical research [89]. However, there are certain considerations that must be discussed to understand the limitations of this work.

The benefit of EHRs is that they provide large amounts of detailed patient information in the form that is used to treat patients from an unselected population. One of the limitations to databases of recruited patients is that we cannot assess if the patients that volunteer for additional research tests truly reflect the general patient population. When unselected populations are used, the diversity of the studied population exactly matches the population that is being treated at the institutions that contributed to the EHR.

Another benefit of EHRs is that the populations available for study can be orders of magnitude larger than specially recruited for a specific research project.
One of the challenges of building large databases is financing the acquisition of data. If data were acquired as part of patients’ clinical treatment, then researchers do not need to spend precious research dollars on data acquisition and subject recruitment. Instead, research funds can be spent on organizing, studying the data and developing useful models of the data. Given the recent literature showing that many studies are underpowered and therefore difficult to reproduce, the increase in sample size addresses a key limitation present in the literature [86, 87, 88].

However, these volumes of data are clinical quality, not research quality. The quality of the data matches the quality used during routine treatment of patients. Research quality data may be more consistent and clean than clinical quality data, but the algorithms, tools and models developed using research quality data may or may not apply to clinical quality data. Consequentially, to advocate for CADTs developed using research quality data, one must advocate both for the data acquisition protocol the developers used and for the utility of their CADT. If a CADT has been developed using clinical quality data, then clinicians can better assess how the CADT would perform on the clinician’s data.

In this work, we make judicious use of the UCLA Seizure Disorder Center’s EHR including all records from patients admitted for vEEG monitoring. As part of their clinical care, each patient underwent continuous scalp or intracranial vEEG and a subset of the following diagnostic procedures: CT, structural and/or diffusion MRI, FDG-PET, MEG, and/or SPECT. The goal of monitoring was to correlate ictal behavior with electrographic changes indicative of hypersynchronous epileptic neural activity. This monitoring is the gold standard for determining if seizures are epileptic and, if they are, localizing the seizure-onset zone. UCLA admits 140 patients per year for this monitoring. Information from each modality is saved for a variable amount of time. EEG data and clinical reports are archived back to 2000, resulting in 2,100 unique patients. In comparison, other studies of ictal semiology or the risk factors for epilepsy and NES rely on data from between
15 and 100 patients. Neuroimaging records are saved back to 2006, resulting in up to 1,260 patient records. Because not all patients underwent all imaging, this resulted in 800 unique patients with diagnostic neuroimaging. In comparison, the AD neuroimaging project is spending millions of dollars to acquire research quality data from 1,000 subjects. Previous seizure studies have included no more than 150 highly selected patients. Therefore, the UCLA database has unprecedented statistical power to study seizures. However, by including all patients admitted to vEEG, the database has increased heterogeneity than these previous studies. This heterogeneity also gives us the opportunity to study more rare and less appreciated subtypes of epilepsy.

1.6 Summary of Content Herein

This graduate thesis is organized in the following manner. In chapter 2, we start with didactic background material to establish notation and the statistical perspective we take on the problem. Chapters 3 through 6 are reprints of peer-reviewed manuscripts that review and address basic challenges related to the foundation of the main work. Chapters 7 through 10 describe our published and pre-published manuscripts describing the development of single modality and multimodality CADTs for seizure disorder. In particular, we address the development of a CADT for three major information modalities in epilepsy: clinical information, scalp EEG, and FDG-PET. In chapters 11 and 12, we discuss the foundational problem of hyperparameter training and interpretation with novel statistical perspective. Subsequently, we conclude by addressing how this work fits into the greater context of the literature and discuss the necessary follow up steps that must be taken to before CADTs are implemented in epilepsy clinics. Additionally, we discuss follow up studies regarding our random field theory based method for optimizing hyperparameters.
CHAPTER 2

Didactic Background Material

To provide a strong theoretical basis for the novel work described in this manuscript, and to define notation, the following sections provide a more didactic background in generalized linear statistical modeling, machine learning statistics, experimental design and the development of clinically applicable computer-aided diagnostic tools (CADTs). This also illustrates the perspective from which we tackle the important clinical and statistical challenges inherent to this work.

The goal of statistical modeling is to determine if there is a relationship between the input data, $X$, and the outcome variable of interest, $Y$. In both conventional and machine learning statistics, it is difficult to measure causality, but we can determine if there is some relationship. This has great power to understand predictive factors, as well as answer important questions in biology, medicine and other fields. It is our opinion that every responsible scientist should have a basic understanding of statistics. The following section aims to cover some of these basic principles, as well as some more advanced concepts. For a general overview, we illustrate the complete process necessary to study data using statistics (Figure 2.1).

2.1 Simple Linear Models

Given generic input and outcome data, one should think of the simplest relationship first; namely, is the relationship between $X$ and $Y$ linear? We note that
Figure 2.1: Flow chart of a statistical experiment. Dashed lines reflect optional steps.

this is equivalent to asking, “Are $X$ and $Y$ correlated?” This is because correlation implies a linear relationship. To test this question, we consider the following relationship (Figure 2.2):

$$Y = X\beta + \epsilon \text{ such that } \epsilon \sim N(0, I_{n \times n} \sigma^2)$$

(2.1)

where $\beta$ is a vector of linear weights of the input data, $X$, including an intercept term, $I_{n \times n}$ is the $n$ by $n$ identity matrix and $\epsilon$ is a vector of the error of the model on each exemplar. Exemplars are assumed to be independent, and identically normally distributed across exemplars with variance of $\sigma^2$. The assumption of identical distribution suggests that the distribution of each element of the error, $\epsilon_i$, has the same mean and variance. Using this expression, we ask if $X$ and $Y$ have a linear relationship by finding the best $\beta$ and estimating how likely this $\beta$ and predictive performance would be achieved if there was no linear relationship.

In this case of assuming linearity, we define the “best” $\beta$ as the $\beta$ that minimizes the sum of the squared error, $\sum_{i=1}^{n} \epsilon^2$, where the English $\epsilon$ reflects the observed error as compared to the theoretical error, $\epsilon$. We do this because we are interested in minimizing the distance between the estimated outcomes, $\hat{Y}$, to the observed outcomes, $Y$. The error can be positive or negative, whereas distances are positive, therefore simply summing $\epsilon$ is ineffective. (Actually, $\sum_{i=1}^{n} \epsilon$ is guaranteed to be zero, which will become clear below.) One could propose to
optimize $\sum_{i=1}^{n} |e|$, but the kink of the absolute value function at zero leads to more difficult (but not impossible) optimizations. In addition, for reasons that we don’t show here, minimizing the least squared error is identical to the maximum likelihood estimate. This guarantees that our estimates of $\beta$ are unbiased: $E(\hat{\beta}) = \beta$. Therefore, we choose to minimize the sum of squared error.

Performing this optimization relies on the simple principles of finding a critical point in a function and checking (or assuming) that it is a minimum. We note that the only critical point in $\sum_{i=1}^{n} \epsilon_i^2$ is at the point $\epsilon = 0$, which is a minimum. A critical point is defined as a point for which the derivative of the function is zero. If the second derivative is negative at the critical point, then the critical point is a local maximum. Conversely, if the second derivative is positive, the critical point
is a local minimum. In this case, we seek to find the $\beta$ that minimizes:

$$
\min_{\beta} \sum_{i=1}^{n} e^2 = \sum (Y - X\beta)^T (Y - X\beta) \tag{2.2}
$$

$$
= Y^TY - Y^TX\beta - X^TY\beta + X^TX\beta^2 \tag{2.3}
$$

Taking the derivative with respect to $\beta$

$$
0 = -Y^TX - X^TY + 2X^TX\hat{\beta} \tag{2.4}
$$

Recognizing that $Y^TX$ and $X^TY$ are scalars and are therefore equal

$$
2X^TX\hat{\beta} = 2X^TY \tag{2.5}
$$

$$
\hat{\beta} = (X^TX)^{-1}X^TY. \tag{2.6}
$$

Note that we use linear algebra to simplify notation. One important assumption of linear modeling is that $X^TX$ is invertible. This occurs when the row rank of $X$ is greater than or equal to the number of columns in $X$. In non-math speak, this means that there are more independent samples of data than there are factors that you would like to study. (In fact, you would like the row rank of $X$ to be much greater than the number of columns in $X$, for reasons that will become clear later.)

To answer our question if there is a linear relationship between $X$ and $Y$, then we must test if $\beta$ is significantly different from zero. First, we address if any elements of $\hat{\beta}$, $\hat{\beta_j}$ are significantly different from zero. Given our $\hat{\beta}$ is normally distributed, this relies on estimating the standard error of $\hat{\beta}$. When performed on each element of $\beta$ individually, this test is called a Wald test. If we substitute $\hat{\beta}$ into the expression for $I_{n\times n}\sigma^2 = E(\epsilon\epsilon^T)$, then relatively simple linear algebra
shows us that:

\[
\text{Var}(\hat{\beta}) = E \left[ (X^TX)^{-1} X^T Y \left( (X^TX)^{-1} X^T Y \right)^T \right] \tag{2.7}
\]

\[
= E \left[ (X^TX)^{-1} X^T (X\beta + \epsilon)(X\beta + \epsilon)^T X(X^TX)^{-1} \right] \tag{2.8}
\]

Factoring out the constant portions

\[
= E \left[ (X^TX)^{-1} X^T \epsilon \epsilon^T X(X^TX)^{-1} \right] \tag{2.9}
\]

\[
= E \left[ (X^TX)^{-1} X^T \sigma^2 I_{n \times n} X(X^TX)^{-1} \right] \tag{2.10}
\]

\[
= \sigma^2 E \left[ (X^TX)^{-1} X^T X(X^TX)^{-1} \right] \tag{2.11}
\]

\[
= \sigma^2 (X^TX)^{-1}. \tag{2.12}
\]

However, we must now recognize that \(\sigma^2\) is estimated from the data, and not known \textit{a priori}. Because this is a simple linear model, we know that the \(\beta\) are normally distributed. If, for some reason, we knew \textit{a priori} the covariance of \(\beta\), \(\Sigma_\beta\), then we can use normal statistics to compare \(\hat{\beta}\) to the null hypothesis that there is no relation between the input data \(X\) and the outcome variable, \(Y\) as follows:

\[
\hat{\beta}_j - 0 \sim N(0, \Sigma_{\beta,jj}) \tag{2.13}
\]

where the subscript, \(jj\), reflects the \(j^{th}\) diagonal entry of the covariance matrix. If, however, we do not know the covariance then we need to estimate the covariance, \(\hat{\Sigma}_\beta\), from the data. When we use an estimated covariance instead of a known covariance, we must take into account the uncertainty in this estimate. We do this by using a \(t\) distribution, as follows:

\[
\frac{\hat{\beta}_j - 0}{\sqrt{\hat{\Sigma}_{\beta,jj}}} \sim t_\nu \tag{2.14}
\]

where \(\nu\) is the number of degrees of freedom in the data. As \(\nu \to \infty\), the \(t\) distribution becomes a normal distribution. Intuitively, degrees of freedom are the number of independent data points, after estimating the parameters inherent to the model. In the case of a conventional univariate \(t\) test, \(\nu\) is typically \((n - 1)\)
where $n$ is the number of data points because the mean has been estimated. In a linear model studying one input factor, $\nu$ typically is $(n - 2)$ because $\beta$ consists of an estimated intercept and slope. In general, we express the number of estimated parameters as $p$, which is the length of $\beta$ that is required to be less than the row rank of $X$. This can be proven by deriving an unbiased expression for $\hat{\sigma}^2$. We do this as follows, with a judicious use of linear algebra. To do so, we define $\text{Var}_S(e) = E(e^T e)$ as the sum of the squared deviation of the entries of $e$ from the mean of $e$.

$$
\text{Var}_S(e) = \text{Var}_S(Y - X\beta) = \text{Var}_S(Y - \hat{Y})
$$

(2.15)

Recognize that $(X^TX)^{-1}X^TY = HY = \hat{Y}$ where $H$ is idempotent.

$$
= \text{Var}_S(Y - HY) = \text{Var}_S[(I - H)Y]
$$

(2.16)

$$
= \text{Var}_S[(I - H)(X\beta + \epsilon)]
$$

(2.17)

Factoring out the constant portion

$$
= \text{Var}_S[(I - H)\epsilon] = E[((I - H)\epsilon)^T(I - H)\epsilon]
$$

(2.18)

$$
= E[\epsilon^T (I - H)^T (I - H)\epsilon]
$$

(2.19)

Simplifying due to symmetry and idempotency of $(I - H)$

$$
= E[\epsilon^T (I - H)\epsilon]
$$

(2.20)

The expression within the expectation is a scalar, so we can apply the trace operator:

$$
= E\left[\text{tr}\left(\epsilon^T (I - H)\epsilon\right)\right]
$$

(2.21)

The trace operator is invariant to cyclic permutation of the arguments.

$$
= E\left[\text{tr}\left((I - H)\epsilon\epsilon^T\right)\right]
$$

(2.22)

Reversing the order of the operators,

$$
= \text{tr}\left[ E\left((I - H)\epsilon\epsilon^T\right)\right]
$$

(2.23)

Using that $I - H$ is constant and $E(\epsilon\epsilon^T)$ is scalar

$$
= \text{tr}\left[I - H\right]E(\epsilon\epsilon^T) = \text{tr}\left[I - H\right]\text{Var}(\epsilon)
$$

(2.24)
By assumption of the linear model

\[ \sigma^2 tr [I - H] = \sigma^2 [tr(I) - tr(H)] = \sigma^2(n - p) \]  

(2.25)

Rearranging this expression

\[ \sigma^2 = \frac{SSE(e)}{n - p}. \]  

(2.26)

Variance typically is calculated as the squared deviation of the data from the mean, over the number of independent data points. Overall, this shows that even though the number of data points is \( n \), the number of independent data points is \( n - p \) after estimating \( \beta \).

Returning to our original question, we want to ask if any individual \( \hat{\beta}_j \) is significantly different from zero. We define something as statistically significant if the probability of our observed result, \( p \), is less than a particular cutoff, \( \alpha \). This \( \alpha \) is the false positive rate: the probability we would conclude that an effect exists even if it does not. Conventionally, \( \alpha \) is set to 5%. Mathematically, we write this as:

\[ P \left( \left| t_\nu \right| > \frac{\hat{\beta} - 0}{\left( \Sigma_{\hat{\beta},jj} \right)^{1/2}} \left| \nu = n - p \right| \right) < 0.05 \]  

(2.27)

In addition to asking if individual \( \hat{\beta}_j \), we also can ask how significant the aggregate model is from chance. To do this, we take a slightly different, but equivalent, perspective than above. We define the sum of squared error (SSE) as the quantity we minimized before, \( \sum e^2 \). In addition, we define the variance accounted for by the model, abbreviated MSE, as \( MSE = Var_S(Y) - SSE \). We then consider the ratio of variance accounted for by the model to the unmodeled variance:

\[ \frac{MSE}{SSE} = \hat{F} \sim F_{\nu_1,\nu_2} \]  

(2.28)

As noted above, this ratio follows an F distribution where \( \nu_1 \) is the number of parameters in the model, and \( \nu_2 \) is the degrees of freedom in the error. The
theoretical basis for the $F$ distribution is based upon the following knowledge. Each $\epsilon$ is normally distributed. The sum of the square of $\nu$ independent and identically distributed normally variables is, by definition, a $\chi^2_\nu$ distribution with $\nu$ degrees of freedom. The ratio of two $\chi^2_\nu$ distributed variables with varying degrees of freedom is, by definition, an $F$ distribution with $\nu_1$ and $\nu_2$ degrees of freedom, where $\nu_1$ is the degrees of freedom of the numerator and $\nu_2$ is the degrees of freedom of the denominator.

For our test of significance, we test if the probability of observing this $\hat{F}$ is less than 5%, given there is no linear relationship between $X$ and $Y$. If this occurs, then we can reject the null hypothesis that there is no linear relationship. To remove this double negative statement, this means that there is a linear relationship between $X$ and $Y$. We note that if $\nu_2 = 1$, then the $F$ distribution is equivalent to the $t$-distribution. Additionally, we note that a subset of the model can be tested in this way, by comparing the variance accounted for by a subset of factors, compared to the SSE of the full model. We provide two examples of this.

First, consider if there are two information sources that contribute to $X$. Let’s split $X$ into two block matrices reflecting this: $X = [X_1, X_2]$. We can ask if there is a linear relationship between $X_1$ and $Y$, controlling for $X_2$. This is done by calculating the $F$ statistic between the portion of the sum of squared variation in $Y$ modeled by the $\beta$ corresponding to information source 1, $MSE_1$ to the residual error, $SSE$. This is done as follows:

$$Var_S(Y) = MSE_1 + MSE_2 + SSE$$

$$\frac{MSE_1}{SSE} \sim F_{\nu_1, \nu_e}$$

where $\nu_1$ is the number of entries of $\beta$ corresponding to information source 1, and $\nu_e = n - p$, where $p$ is the length of $\beta$.

In our second example, consider that you want to know if a particular input factor, $X_j$, has a particular non-linear relationship with $Y$. Suppose that you
want to ask if there is a quadratic relationship between $X_j$ and $Y$. This requires estimating two separate $\beta_j$, one corresponding to the linear relationship, $\beta_{j,1}$, and the next corresponding to the quadratic relationship, $\beta_{j,2}$. Using the same structure as above, one could test if there is a significant quadratic relationship between $X_j$ and $Y$ by testing the $F$ statistic corresponding to the ratio of the sum of squared variation modeled by $\beta_{j,1}$ and $\beta_{j,2}$ to the residual error. Note that this is different from the hierarchical test of if a second order term in $X_j$ produces a significant decrease in the residual error. This latter test can be done through a $t$-test of if $\hat{\beta}_{j,2}$ is significantly different from the null hypothesis, $\beta_{j,2} = 0$.

Our software of choice for implementing these simple linear models is the lm function in R because of its ease of use, clear treatment of the error and zero cost of the software. In addition, a good number of regression diagnostics come with the lm function in R, so that one can check the assumptions of the model, including if $\epsilon$ are independent and identically normally distributed.

### 2.2 Generalized Linear Models

The generalization of linear models can be written succinctly in terms of math, but the challenge occurs in effectively estimating the parameters in these models. A general linear model supposes that

\[
E(Y) = g^{-1}(X\beta) \tag{2.31}
\]

\[
Var(Y) = Var[g^{-1}(X\beta)] \tag{2.32}
\]

where $g$ is any specified function or probability statement. We specify $g$ based on prior knowledge of structure of $Y$. If $g$ is a probabilistic statement, then the structure of the error is implicitly defined.

First, we will consider relatively trivial generalized linear models and when to apply them. In simple linear models, we implicitly assumed that $Y$ is normally
distributed by assuming that \( \epsilon \) was normally distributed. Suppose instead that \( Y \) is log-normally distributed. For example, seizure duration appears to be exponentially distributed with most seizures being short, and some rare seizures being very long (i.e. status epilepticus). To model this, we transform \( Y \) such that the error in our model will be normally distributed variable, and see if \( X \) is correlated with that transformed value. Mathematically, this is written as (Figure 2.3):

\[
E(Y) = e^{X\beta} \text{ or } \log Y = X\beta.
\]

\[
Var(Y) = Var(e^{X\beta}) \sim I_{n \times n} \sigma^2
\]

Figure 2.3: Example of simulated input data (black) and a log-normal regression (blue) fit of these data. Data were sampled from an exponential line with Gaussian noise in the transformed, exponential space.

Because the transformed variable is normally distributed, the same optimization procedure and software that was used for simple linear models can be used in these settings. In this case, we used an exponentially distributed variable as an example. In fact, if there exists a transform \( g(Y) \) such that \( Y \) is not normally distributed but \( g(Y) \) is well defined and the error is normally distributed, then the simple linear model optimization tools can be used to study the relationship between \( g(Y) \) and \( X \).
Less trivial generalized linear models rely on the knowledge or assumption that there is a known distribution of $Y$ that is not normal and, frequently, $E(Y)$ provides information about the $Var(Y)$. The most frequent generalized linear models of this type are Poisson regression for count outcome data and logistic regression for binary outcome data. Due to our focus on binary classification, we will cover Poisson regression first and in less detail.

If the outcome data, $Y$, is a count of independent events that occur over a given time frame, where events cannot occur simultaneously and the presence of an each event is independent, then one should use a Poisson regression. In seizure disorder, a clear example of this is in the modeling of seizure frequency, which is equivalent to modeling the count of seizures over a given time period. Two seizures clearly cannot occur simultaneously in the same patient. However, seizures may not be independent in time, especially if a patient has a tendency to have clusters of seizures. In that case, the number or frequency of seizure clusters could be a Poisson variable.

In a Poisson regression, we assume that the relationship between $X$ and $Y$ take the following form (Figure 2.4):

$$P(y_i = y) = \frac{\lambda^y e^{-\lambda}}{y!} \text{ such that } \lambda = X\beta.$$  \hfill (2.35)

To find the best $\beta$ to maximize the posterior probability of the data, we seek to maximize the likelihood that the observed data would occur, given our model. This concept of maximum likelihood can be written as:

$$\max_{\beta} P(Y = \hat{Y}|X, \beta) = \max_{\beta} \prod_{i=1}^{n} P(y = \hat{y}_i|X, \beta)$$  \hfill (2.36)

This product can be done because we assume each exemplar is independent, and the probability associated with independent variables multiplies. Next, we recognize that differentiation of multiplied variables is messy, compared to differentiation of summed variables, therefore we maximize the log-likelihood of the
Figure 2.4: Example of simulated input data (black) and a Poisson regression (blue) fit of these data. Data were sampled from a Poisson line with Gaussian noise in the transformed, Poisson space.

observed data, given the model, resulting in the following expression:

\[
\max_{\beta} \sum_{i=1}^{m} \log P(y = \hat{y}_i | X, \beta) = \max_{\beta} \sum_{i=1}^{m} -\log(y!) + y_i \log(X\beta) + X\beta \quad (2.37)
\]

Looking at this expression of the log-likelihood, it is apparent that differentiation with respect to \( \beta \) will not lead to a simple analytical formula for \( \beta \). Therefore, we must use other iterative or approximating optimization methods to estimate \( \hat{\beta} \). Although not always used, clever optimization schemes could utilize the knowledge that the variance of a Poisson variable is equal to its expectation. Therefore, the standard error of \( \hat{\beta} \), estimated from the error in prediction, can provide further information to better estimate \( \hat{\beta} \).

In practice, this assumption of equal expectation and variance may not be accurate. This can occur if any other source of variation is present than simply observing the Poisson variable. Common sources of additional variance include measurement noise, missing counts, and approximating counts to the nearest 5th, 10th, or 100th integer. In this case, one can use an ‘over-dispersed’ Poisson model or a more complex model outside the scope of this background material [90, 91, 92].
The most common form of over-dispersed Poisson is a negative binomial model, where the shape of the distribution matches the Poisson, but the variance assumptions are less strong. The challenge to utilizing a negative binomial model is that one must choose a priori the number of failed trials allowed (see Random Field Theory section). Despite these assumptions and challenges, utilization of Poisson or negative binomial regression allows for accurate and statistically rigorous modeling of count data.

Logistic regression is prevalent in modeling of binary outcome data because it models outcomes as Bernoulli random variables. The key insight of logistic regression is to translate binary data into a continuous predicted outcome so that conventional statistics can be used. This transformation of the simple linear model is accomplished through the logit transform (Figure 2.5):

$$\text{logit}(Y) = X\beta \text{ or, equivalently, } \pi = \frac{e^{X\beta}}{1 + e^{X\beta}}$$

where $\pi$ is the vector of the probabilities, $\pi_i$, such that $P(y_i = 1|\beta, X) = \pi_i$.

Figure 2.5: Example of simulated input data (black) and a logistic regression (blue) fit of these data. Data were sampled from a logistic trend used to define the probability of success in a Bernoulli trial. Uniform noise was added to the $Y$ dimension of the logistic input data to aid in visualization, but this noise was not included in modeling.
When multiple trials are aggregated, Bernoulli random variables become binomial random variables. Therefore, the likelihood function for logistic regression is:

\[ L(Y|X, \beta) \propto \prod_{i=1}^{n} \pi_i^{y_i} (1 - \pi_i)^{1-y_i} \]  

(2.39)

This is a binomial distribution, without the leading combinatorial term, which is why we used the “proportional to” notation. We can omit the combinational term without loss of rigor because the derivative of this term, with respect to \( \beta \) is zero. To differentiate the likelihood more easily, we optimize this using the log of the likelihood:

\[ \ell(Y|X, \beta) \propto \sum_{i=1}^{n} y_i \log \pi_i + (1 - y_i) \log(1 - \pi_i) \]  

(2.40)

To find the critical point of this function with respect to \( \beta \), we first write the log-likelihood in terms of \( \beta \) then differentiate, as follows:

\[ \ell(Y|X, \beta) = \sum_{i=1}^{n} y_i \log \left[ \frac{e^{X_i\beta}}{1 + e^{X_i\beta}} \right] + (1 - y_i) \log \left[ \frac{1}{1 + e^{X_i\beta}} \right] \]  

(2.41)

\[ = \sum_{i=1}^{n} y_i \log e^{X_i\beta} - \log \left[ 1 + e^{X_i\beta} \right] \]  

(2.42)

\[ \frac{\partial \ell(Y|X, \beta)}{\partial \beta} = 0 = \sum_{i=1}^{n} y_i X_i - \frac{e^{X_i\beta}}{1 + e^{X_i\beta}} X_i \]  

(2.43)

\[ 0 = \sum_{i=1}^{n} [y_i - \pi_i] X_i \]  

(2.44)

Unfortunately, we can recognize this as the transcendental equation that does not have an analytical solution. Therefore, we estimate \( \hat{\beta} \) using Newton's method (Figure 2.6). This method guarantees that we find a local critical point, but does not guarantee that this local critical point also is a global critical point. Therefore, it is important to assess the stability of the Newton-Raphson solution with respect to initial guesses at \( \hat{\beta} \). We denote the initial guess as \( \beta^{(0)} \). Newton's method supposes that a function can be approximated effectively based on a second order
Figure 2.6: Illustration of how Newton’s method is used to find a local critical point of the data. The initial guess is $X_1$ and the initial guess for the zero point is $X_2$. The value of the function is assessed at $X_2$ and iterated until the zero point is found. To find the critical point of a log-likelihood function, the zero of the derivative of the log-likelihood is found.
Taylor expansion:

\[ f(\beta) \approx f(\beta^{(0)}) + \frac{1}{1!} (\beta - \beta^{(0)}) \frac{\partial f(\beta)}{\partial \beta} \bigg|_{\beta = \beta^{(0)}} + \frac{1}{2!} (\beta - \beta^{(0)})^2 \frac{\partial^2 f(\beta)}{\partial \beta^2} \bigg|_{\beta = \beta^{(0)}} \]

where the \( \frac{\partial^k f(\beta)}{\partial \beta^k} \bigg|_{\beta = \beta^{(0)}} \) notation refers to the \( k \)th derivative of \( f \) calculated at \( \beta_0 \).

We differentiate this expression with respect to \( \beta \), we get:

\[ 0 = f'(\beta^{(0)}) + \frac{1}{2} f''(\beta^{(0)})2 (\beta^{(1)} - \beta^{(0)}) \]

\[ \beta^{(1)} = \beta^{(0)} - \frac{f'(\beta^{(0)})}{f''(\beta^{(0)})} \]

where primes are used as short hand for derivatives with respect to \( \beta \). Note that \( \beta \) is a vector, so we can write this statement equivalently using linear algebra:

\[ \beta^{(1)} = \beta^{(0)} - H^{-1}(\beta^{(0)}) \nabla f(\beta^{(0)}) \]

where \( H(\beta) \) is the Hessian of \( \beta \) and \( \nabla f(\beta) \) is the gradient of \( f \) with respect to \( \beta \).

We already wrote an expression for \( \nabla \ell(Y|X, \beta) \) above:

\[ \nabla \ell(Y|X, \beta) = \sum_{i=1}^{n} [y_i - \pi_i] X_i. \]

What remains is to differentiate this expression again to yield the Hessian:

\[ H(\beta) = \frac{\partial}{\partial \beta} \sum_{i=1}^{n} [y_i - \pi_i] X_i \]

\[ = \sum_{i=1}^{n} \frac{\partial}{\partial \beta} e^{X_{i,\beta}} X_i \]

\[ = \sum_{i=1}^{n} e^{X_{i,\beta}} X_i (1 + e^{X_{i,\beta}}) - e^{X_{i,\beta}} e^{X_{i,\beta}} X_i X_i^T \]

\[ = \sum_{i=1}^{n} \frac{e^{X_{i,\beta}}}{1 + e^{X_{i,\beta}}} \left[ \frac{1}{1 + e^{X_{i,\beta}}} \right] X_i X_i^T \]

\[ = \sum_{i=1}^{n} \pi_i (1 - \pi_i) X_i X_i^T. \]
If we provide an initial guess of $\beta^{(0)}$, this iterative optimization will converge to a particular $\beta$. Note that a guess of $\beta^{(0)} = \vec{0}$ is not a good initial guess because it is difficult to disentangle each individual element of $\beta$, each of which provide little effect on the final solution. One example of feasible initial values for $\beta^{(0)}$ start by randomly selecting each $\beta_j^{(0)}$ from independent standard Gaussian distributions.

This iterative optimization accurately estimates $\beta$ but does not necessarily estimate the standard error of $\beta$. The standard error of $\beta$ is estimated by assuming that the linearity assumption inherent to Newton’s optimization holds. Consequently, $\beta$ are distributed normally with standard deviation defined by the Hessian of $\beta$. This means that for binary or logical input data, the variation of $\beta_j$ is:

$$Var(\beta) = (X^T W X)^{-1}$$

for some weighting matrix, $W$, of the data. From (2.53), we know that

$$X^T W X = \sum_{i=1}^{n} \pi_i (1 - \pi_i) X_i X_i^T.$$  \hspace{1cm} (2.56)

As a reminder, to test if the relationship between the outcome and input data is significant with 95% confidence, we test if

$$P\left(|\hat{\beta}_j| < \beta_j \mid E(\beta_j) = 0, Var(\beta_j) = (X^T W X)^{-1}_{j,j}\right) < 0.05$$

Using words, this equation asks if the probability of observing a $\hat{\beta}_j$ as or more extreme to the $\hat{\beta}_j$ we observed is less than 5% given the null distribution that $E(\beta) = 0$ and the variance is $(X^T W X)^{-1}$.

In addition to understanding how logistic regression models are trained, it is important to understand the interpretation of the resulting model. Firstly, if the number of exemplars in each class ($y_i = 0$ or $y_i = 1$) is equal and each of the input variables have zero mean, then the intercept, $\beta_0$ should be zero, reflecting that 50% (inverse logit of 0 is 50%) of the outcome data came from exemplars.
with $y_i = 1$. For $\beta_j$ that correspond to the linear effect of input data, the $\hat{\beta}_j$ is a log odds ratio. An odds ratio of 2 suggests that the odds of the outcome is $y_i = 1$ is twice the probability that the outcome is $y_i = 0$ (66% vs 33%).

To combine these multiple odds ratios, we assume that each variable is conditionally independent. Mathematically, we can express this as:

$$P(y_i = 1|X, \beta) = \prod_{j=1}^{m} P(y_i = 1|X_j, \beta_j).$$

(2.58)

When we extend this to combine multiple odds ratios (OR), we get:

$$\text{OR}(y_i) = \frac{P(y_i = 1|X, \beta)}{P(y_i = 0|X, \beta)} = \frac{\prod_{j=1}^{m} P(y_i = 1|X_j, \beta_j)}{\prod_{j=1}^{m} P(y_i = 0|X_j, \beta_j)}. $$

(2.59)

The calculation of this can be simplified by taking the logarithm of that product:

$$\log \text{OR}(y_i) = \sum_{j=1}^{m} \log \frac{P(y_i = 1|X_j, \beta_j)}{P(y_i = 0|X_j, \beta_j)} = X_i \beta.$$  

(2.60)

On finite precision machines, sums take much less computational power than products, therefore this simplification can be useful practically without loss of interpretability. When creating a receiver operating curve (ROC), one can use $\text{OR}(y_i)$ or $\log \text{OR}(y_i)$ to determine the trade-off between sensitivity and specificity (see below).

To implement these generalized linear models, there are numerous software packages. Our software package of choice is the standard lm and glm functions in R. This is because of its efficient implementation, good documentation (see http://www.ats.ucla.edu/stat/r/), clear treatment of standard error of all estimates, and good support for goodness of fit regression diagnostics.

### 2.3 Machine Learning Statistics

This section covers a unified theory of machine learning and gives examples of key machine learning classifiers that are necessary to understand the state of the
field. By no means is this a comprehensive list and treatment of each classifier, but one will be able to understand the theory behind novel classifiers based on those presented here.

In this setting, we define machine learning as the development of automated methods to predict binary (or categorical) outcome data \( y \in \{ \pm 1 \} \) or \( y \in \{ 0, 1 \} \). In these models, we aim to maximize the predicted accuracy or surrogates of the accuracy. We can give each solution a quantitative score by combining a confusion matrix with a risk matrix. A binary risk matrix is defined as:

\[
R = \begin{bmatrix}
  r_{0,0} & r_{0,1} \\
  r_{1,0} & r_{1,1}
\end{bmatrix}
\] (2.61)

We note that risk matrices are sometimes referred to as penalty functions. The first index of \( r_{k,l} \) represents the known class whereas the second index refers to the class predicted by the model. Typically, \( r_{0,0} \) and \( r_{1,1} \) are zero, because they represent correctly classified exemplars. The off diagonals, \( r_{0,1} \) and \( r_{1,0} \), are non-negative and represent the penalty desired for either false positive (\( r_{0,1} \)) or false negative (\( r_{1,0} \)) classifications. The relative magnitude of \( r_{0,1} \) and \( r_{1,0} \) define our desired balance of maximizing sensitivity (\( r_{1,0} > r_{0,1} \)) versus maximizing specificity (\( r_{0,1} > r_{1,0} \)). When \( r_{0,1} \approx r_{1,0} \), we are optimizing the overall accuracy of the model. We will return to this concept of the balance of sensitivity and specificity when we discuss receiver operating curves below.

The binary confusion matrix is defined as:

\[
C = \begin{bmatrix}
  n_{0,0} & n_{0,1} \\
  n_{1,0} & n_{1,1}
\end{bmatrix}
\] (2.62)

where the indices are defined as they are in the risk matrix below. The \( n \) reflects the number of exemplars that has been classified in each way.

We calculate the weighted accuracy by the following element-wise sum:

\[
\sum_{l,k} r_{l,k} n_{l,k}.
\] (2.63)
The challenge to optimizing these models is that this cost or penalty inherently is based on step functions that place exemplars into one item of the confusion matrix, or another. This step function is both non-continuous and non-differentiable (see Figure 2.7). This step function is the desired penalty that one would like to apply: a cost of unity for misclassifying a single training exemplar, and zero cost for correctly classifying that exemplar. The key to developing an efficient and effective machine-learning algorithm is to approximate this step function with an alternate penalty function. The key difference between each of the classifiers is how each approximates the step function (Figure 2.7).

The simplest approximation is taken by Decision Trees. In decision trees, we assume that the meaningful information in the input data also can be harnessed through step functions. Therefore, we sequentially choose input features that maximize the predictive accuracy in the training set. The next level of complexity is accomplished by approximating the step function by a linear function, as is done in Fisher Linear and Quadratic Discriminant Analysis (LDA and QDA). This linear assumption is sensitive to both easy to classify and hard to classify outliers. The soft-margin support vector machine (SVM) assumption uses the concept of a margin (see SVM below) to reduce sensitivity to easy-to-classify outliers. The next level of complexity is logistic regression, which assumes that the probability of class membership changes linearly in logit space (see Logistic Regression in Generalized Linear Models section above). This perspective has the benefit of being based firmly in statistical rigor through the Bernoulli distribution. Lastly, we do not assume the shape of the penalty function. In the canonical neural network model (not shown in Figure 2.7), we construct hidden layers of data, which are linear combinations of input data modeled through a logistic function. These hidden layer(s) of data are combined linearly through more logistic regression functions. The consequence of this deep model is that we can more closely approximate the step function with a series of logistic functions. These approximations allow for
mathematical optimization of our chosen objective function (see below), but do not necessarily translate to improved accuracy of the generalized model. Prior to reviewing each of these models, we cover overarching themes of machine learning statistics that apply to each of these models.

Figure 2.7: Qualitative illustration of the ideal and approximated penalty function for major categories of machine learning models. In this illustration, \( y \in \{ \pm 1 \} \) and \( \hat{y} \in \mathbb{R} \).

The general method to develop any machine-learning model is to use data to train the various aspects of the models. In ideal situations, one has enough data to split the available data into two or three subgroups: training group for parameters \((\psi)\), testing group for hyperparameters \((\theta)\) and validation group for out-of-sample performance (Figure 2.8). The core of a machine learning model is the structure and parameters, \( \psi \), that are optimized with respect to some objective function. Most machine learning models require the selection of hyperparameters, \( \theta \), that are critical to the structure of the model, but traditionally are fixed and are not optimized jointly with \( \psi \). An optional testing set, generally smaller than the training set, can be used to optimize \( \theta \). Without this optimization, traditionally \( \theta \) are considered fixed. Lastly, the learned \( \psi \) and \( \theta \) are applied, without change, to the validation group to assess the generalizability of the model to 'unseen' data.
Because the ultimate goal of developing machine learning models is to apply them to data that the outcome we are trying to predict is unknown, the performance of the model on this dataset is critical.

Figure 2.8: Splitting the data into three mutually exclusive groups to avoid overfitting and use data to estimate all important parts of the model and its performance. 

To estimate the performance of the learned model accurately, one would suggest that the validation set would be as large as possible, but in creating these sets, we must consider the bias-variance trade-off [93]. This trade-off states that as the validation set grows, the variance in the estimate of performance decreases. In terms of the overall accuracy, the binomial distribution suggests that the standard error of the estimate of variance of a proportion is defined by (Figure 2.9):

\[ SE(\pi = Accuracy) = \sqrt{\frac{\pi(1 - \pi)}{n}} \]  

(2.64)

where \( n \) is the number of samples in the validation set. We define “overall” accuracy as the accuracy considering all exemplars equally. (We will address later if this binomial assumption is valid.) However, the bias-variance trade-off states that when one increases the size of the validation set, the size of the training and/or test sets must decrease, given a constant overall sample size. This decrease in size of the training and/or test sets results in reduction of the generalization performance, likely due to a decreased ability to estimate the predictive value of the input data. Thereby, we have the trade-off where an increase in the validation set allows us to estimate generalization performance better, but the same increase in the size of the validation set decreases the generalization performance.

When large or unlimited datasets are available, this trade-off is a non-issue, but in realistic situations, it is critical to use all the available data. One method
Figure 2.9: Bias-Variance Tradeoff: As the number of training samples increases, both the mean and variance of the cross-validation accuracy increase monotonically. Mean is indicated by the black line, and standard deviation is illustrated by the grey error bars. Exact values and shape are illustrative, and do not represent real or simulated results.

Figure 2.10: Cross-validation process. The entire dataset is split into two groups and \( \theta \) is chosen \textit{a priori}. After the model has been trained and validated, the data in the validation set is permuted and the process is repeated such that each data point is in the validation set once and only once. The generalization results across all validation sets are pooled. In this way, all of the data is used to make a large validation set, and the size of the training group is maximized. If one data point is left out of training and testing, as in leave-one-out cross-validation, then the size of the training and testing sets are maximized while the whole dataset is used for assessing generalization performance.

When there are hyperparameters, \( \theta \), to optimize, a testing group is required, because one must use data to estimate the optimum \( \theta \). Throughout this work, we define \( \theta \) as parameters that cannot or are not estimated simultaneously with the parameters intrinsic to the model, \( \psi \). If one uses the same data to optimize \( \psi \) and \( \theta \) by choosing the \( \theta-\psi \) pair that results in the best training performance, then
Figure 2.10: 3-Fold Cross-validation when $\theta$ is selected \textit{a priori}, as compared to optimized. Therefore, no data is needed to learn $\theta$. A separate model is learned for each fold, resulting in three overall models to aggregate later.

The model frequently is over-fit. By using separate data to optimize $\psi$ (training) and $\theta$ (testing), the propensity for overfitting is reduced because the testing set is statistically independent, at least theoretically, from the training set.

This testing set typically is chosen through nested cross-validation (Figure 2.11). Just as data is left out for the validation set to estimate the generalization accuracy, data can be left out from the training group to estimate the optimal $\theta$. In double leave-one-out nested cross-validation, one exemplar is used for validation and a separate exemplar is used for testing. For each $\theta$ in the search space (range of possible $\theta$), $\psi$ should be optimized using the training data. Those learned $\psi$ are applied to that testing exemplar. The $\theta$-$\psi$ pair that best predicts the testing exemplar, by a chosen criterion, is then applied without change to the validation to assess the generalization performance.

With our knowledge of the bias-variance trade-off, we recognize that this progressive splitting further biases the model towards worse generalization performance and contributes to another source of variance in the estimate of generalization performance. However, this is the least biased and most principled method for estimating both $\theta$ and $\psi$. Addressing this critical and basic challenge is one of the pillars of this graduate thesis (see chapters 11 & 12).

Cross-validation both is intensive computationally and can complicate the in-
Figure 2.11: 3 then 2 Fold Nested Cross-validation. The data is split into 3 mutually exclusive sets, and each one is successively used as the validation set. For each validation set, the remaining data is split into 2 mutually exclusive sets to estimate the optimum $\psi$ and $\theta$. As shown, the inner splits correspond to the higher level splits, but this is not necessarily the case. A separate model is fit for each fold. These models must then be aggregated in post-processing.
terpretation of \( \hat{\psi} \) and \( \hat{\theta} \). Because multiple models need to be trained, the computational cost increases linearly with the number of validation folds. Additionally, each training and test set result in a different model. In some cases, averaging across validation folds results in models similar to when all the data was used for training and testing (i.e. \( \beta \) in logistic regression). In most cases, however, averaging either cannot be done or does not reflect what a larger model would look like (i.e. thresholds and variable order in decision trees). Therefore, interpretation of models across folds can be extremely difficult.

These problems can be reduced by utilizing \( k \)-fold cross-validation, where the data is split into \( k \) validation groups. This results in only \( k \) different models to train and interpret (or \( k^2 \) when performing nested cross-validation).

With the exception of logistic regression, one additional challenge to many machine learning models is the lack of good statistical theory to predict the sensitivity of the solution to changes in chosen or estimated parameters, or design choices. In some cases, this results in an inability to estimate the probability distribution of summary statistics under the null hypothesis that \( X \) has no predictive relationship with \( Y \). In machine learning literature, the “null” hypothesis frequently is referred to as “chance.” A chance classifier is defined by a predictive algorithm based on an \( X \) matrix that has no predictive relationship with \( Y \). In other words, a chance classifier randomly guesses \( Y \) without consideration of \( X \). When we seek to test statistical significance, we are asking what the probability of our observed results are if the classifier was a chance classifier. If we do not have a clear probability distribution for a summary statistic, the key to estimating significance is determining a quantifiable value that represents the aspect of the solution that we seek to test. As long as this quantifiable value is defined for each solution, its significance can be assessed.

There are two subtly different methods to establish empirical probability distributions for arbitrarily defined values: permutation testing and bootstrapping.
In bootstrapping, artificial datasets are created by artificially resampling the data with replacement, then retraining the model on each of these artificial datasets. Each artificial dataset is the same size as the original dataset. The variation around the observed value due to resampling allows us to estimate the 95% confidence interval around the value. However, the assumptions critical to bootstrapping frequently do not hold for many machine learning models, therefore bootstrapping is not used frequently.

In permutation testing, we seek to form an empirical probability distribution of any summary statistic achieved by a chance classifier. This empirical probability distribution can estimate the p-value of the observed value. If the observed value has less than 5% probability, then we consider the observed value statistically significant. This is achieved by randomly permuting the class information without replacement. The input data is left unchanged even though the class label is changed, thereby breaking the association between data and class. The correlation structure within the data, however, is maintained. The significance of the observed value with real data can be estimated by counting the number of times the null data achieved the observed value, or one more extreme.

An alternate method of permutation testing is to create artificial null data, which we define subsequently. The class information is kept the same, but fake input data is generated according to the null hypothesis. For binary input data, when the probability of $x_i = 1$ is not related to the input class, $\pi_i$ is set to be 50%. For continuous input data, typically one assumes the data is Gaussian with a mean of 0 and a variance of 1. The actual value of mean and variance are irrelevant, except for normalization relative to other features and, depending on the objective function, relative magnitude to the regularization term (see below for explanation of regularization).

The difference between the two types of permutation testing is the latent structure within the input data. When the class information is permuted, but the input
data is unchanged, there is latent structure in the data. When artificial data is created, this latent structure also is removed. One reason for removing this structure is that even when the class information is permuted, there is a quantifiable similarity between the original and permuted class labels. As that similarity increases, the similarity of the “null” data and the original data increases. This breaks the assumption of permutation testing that there is no relationship between the class labels and the input data. (This may be one reason why the distributions of predicted accuracies estimated by permutation tests are not exactly binomial.) However, when there is correlation within the input data, the correlation can result in numerical instabilities and other unpredictable effects on the value of interest. Therefore, there is no best choice between the two types of permutation testing.

Even though an false positive rate, $\alpha$, of 0.05 can be estimated for any summary statistic with just 20 permutations in each permutation scheme, many more need to be conducted to be confident in the estimated cutoff. While the mean or median value is stable when 20 independent permutations, the ordinal statistics are unstable relatively. This is clear when one considers the distribution of the maximum value of 20 permutations. Due to heavy tailed distributions, the probability of huge values is small, but finite, thereby potentially huge variations in the maximum. Therefore, rules of thumb are that to estimate the $\alpha$ cutoff of 5% or 1%, 10,000 and 50,000 independent permutations must be done, respectively.

Permutation tests, as described above, can be used to determine significance for any summary statistic. While we motivated these tests above based on a desire to test the significance of parameters in the model, $\psi$ and $\theta$, permutation tests are used most commonly to estimate the significance of the performance of the overall model. When one is interested in applications, accurately estimating the significance of performance statistics is critical to assessing the applicability of the model.
Performance statistics include cross-validation accuracy, sensitivity, specificity and area under the receiver operating unit curve (AUC, see Figure 2.12). Up to a certain degree of error, one can assume that accuracy is binomially distributed by assuming the probability of predicting the class of each exemplar is equal. An astute reader would notice that binomially distributed variables are counts, whereas accuracies are percents. Accuracy can be transferred trivially to a count of the number of accurately predicted exemplars by multiplying by the number of validation exemplars. The binomial assumption is useful when performing power calculations and for pilot studies where we seek to avoid the computational cost of at least 10,000 permutations. However, other work has shown that this assumption is an approximation [94].

Figure 2.12: An example receiver-operating curve which shows performance of a prediction with respect to different balances of sensitivity (True Positive Rate) compared to specificity (1-False Positive Rate). The black line illustrates a classifier with good performance, whereas the gray line indicates theoretical chance.

The inexact nature of this assumption becomes clear when we explore situations where the number of exemplars in each class is uneven, or we seek to estimate probability distributions for the other performance statistics. Consider the extreme example where 90% of exemplars are class $y_i = 0$. A naive classi-
fier would predict every validation case came from class zero and thereby achieve 90% accuracy. If the distribution of the validation data matches the training data, then the accuracy of these naive classifiers would be binomially distributed around 90%. However, the probability of success on each exemplar is not equal: it is more likely for exemplars that are class zero to be classified correctly. Next, consider a less extreme example where leave-one-out cross validation is used on a dataset with 150 exemplars, 75 of which are from each class. Within each training set, the classes are mismatched slightly so if the model assumes the class distribution in the training set is the same as the validation set, then the overall accuracy would be 74/149 or 49.7%. If, however, the model takes the naive perspective and classifies the validation data as the most common class in the training set, then the overall accuracy would be 0%. In order to tell the difference between these two options, empirical tests of chance provide invaluable evidence for what “chance” means.

Theoretically, the balance between the naive and chance classifiers is due to the amount of overfitting done by the model in the training set. If the model overfits the data, then it can be more confident in the class of the validation exemplars. If one class is more common, this confident classifier could classify everything as the most common class, irrespective of its input data, resulting in a fully naive classifier. If the data is not as overfit, then the decision boundary could be softer, where a larger fraction of the input space would result in classification of validation data as the less common class. Because validation data would lie, randomly, on one side or the other of this decision boundary, the classifier would act more like chance classifier. Because the degree of overfitting cannot be predicted theoretically, it is difficult to knowing when and the degree to which a classifier will overfit the data.

Therefore, when possible, permutation tests are the preferred method of determining the significance of any summary statistic. In addition to the benefits discussed above, permutation tests also allow us to estimate the null distribution
of any summary statistic that we can calculate from the results. As long as the summary statistic is defined and consistently quantitative, it can be calculated both in the original data and the permutated datasets. Suppose, for instance, we desire to report the area under the receiver operating curve (AUC). Estimating the probability distribution of this can be difficult [95]. Alternatively, suppose we want to report the number of predictive factors with non-zero log odds ratios in a $L_1$ regularized logistic regression model so that we can comment on the complexity of the problem at hand (see Feature Selection section in Didactic Background). There is not good theory that could be used to determine a null probability value for that. In these situations, permutation testing provides a simple and statistically valid method for determining significance and interpreting values, even though they are expensive computationally.

### 2.4 Machine Learning Classifiers

We will review the key classifiers discussed briefly above. We cover both the basic theory behind each algorithm and selected quantitative results whose significance can be estimated empirically for these models without strong statistical theory to suggest a distribution.

#### 2.4.1 Nearest Neighbor Classifiers and Norms

The classifiers with the simplest and most generalizable design concept are nearest neighbor classifiers. This relies on the generalizable insight that data points that are closer in $X$ are therefore more likely to have similar output class. A classical nearest neighbor algorithm simply classifies the validation data as the same class as the closest exemplar within the training data. This can result in an extremely complicated, and binary, decision boundaries (see Figure 2.13). A decision boundary is defined as a line in the input space where if a validation exemplar lies on
one side, it is classified as $y = 1$, and if it lies on the other side, it is classified as $y = 0$. Highly flexible and binary decision boundaries have a greater propensity to overfit the data. If we want to make a softer boundary that takes into account more training data at each point, we can use a $k$-nearest neighbor classifier, where we consider the class of the $k$ nearest training exemplars. The fraction of these training classifiers that were $y = 1$ is used to estimate the probability the validation exemplar is $y = 1$.

Figure 2.13: This illustrates the complexity of a nearest neighbor solution for two dimensional input data, where the closest $k = 5$ neighbors based on an Euclidean or $L_2$ norm were considered. The lighter color indicates the region in which validation data would be predicted to be from the blue or red class.

An important remaining question regarding nearest neighbor classifiers is ‘how do we define close?’ Typically, we assume that all input data are equally important and linearly scaled; and the orientation of vectors within the $X$ space does not hold information, then the $L_2$ norm is appropriate. The $L_2$ norm is the most
common distance norm, and is defined by:

\[
\|X_{\text{training}} - X_{\text{validation}}\|_2 = \sqrt{\sum_{j=1}^{m} (x_{\text{training},j} - x_{\text{validation},j})^2}. \tag{2.65}
\]

Many people use this norm without considering the strong assumptions listed above. Potentially, this is because it is difficult to make an argument for any other distance function without making an explicit local model (see below for model descriptions). However, both of the main assumptions can be modified easily. First, if we do not want to assume that data is spherical in the input space (orientation doesn’t matter), then we can use an \(L_1\) norm, where distance is defined by the sum of the distance along each input dimension (Figure 2.14), as follows:

\[
\|X_{\text{training}} - X_{\text{validation}}\|_1 = \sum_{j=1}^{m} |x_{\text{training},j} - x_{\text{validation},j}|. \tag{2.66}
\]

Figure 2.14: The distance between two points based on the \(L_1\) and \(L_2\).

Next, we can assume that not all features should be equally weighted. If we say that only the maximum difference along an individual input feature matters, we can use \(L_\infty\) norm:

\[
\|X_{\text{training}} - X_{\text{validation}}\|_\infty = \max_{m} |x_{\text{training},j} - x_{\text{validation},j}|. \tag{2.67}
\]
Lastly, if we want to count the number of features where the input data differs, by any amount, we can use the $L_0$ norm:

$$\|X_{\text{training}} - X_{\text{validation}}\|_0 = \sum_{j=1}^{m} |x_{\text{training},j} - x_{\text{validation},j}|^0.$$  \hfill (2.68)

Any non-negative real number, $r$, can be used in the exponent, resulting in a continuous variation in the “circle” equidistant from a center (Figure 2.15). These unconventional $r$ values balance the strength of the various norms by being intermediate between them, and are defined by the following formula:

$$\|X_{\text{training}} - X_{\text{validation}}\|_r = \left[ \sum_{j=1}^{m} (x_{\text{training},j} - x_{\text{validation},j})^r \right]^{1/r}. \hfill (2.69)$$

If instead we want to use a mix of these classifiers, we can use a mixed norm, defined by

$$\|X_{\text{training}} - X_{\text{validation}}\|_{r,c} = \gamma \|X_{\text{training}} - X_{\text{validation}}\|_r + (1 - \gamma) \|X_{\text{training}} - X_{\text{validation}}\|_c \hfill (2.70)$$

where $\gamma \in [0, 1]$, and $r$ and $c$ are in $\mathbb{R}_{\geq 0}$. While there are a great variety of norms, it is difficult to know which norm will result in the most generalizable solution prior to applying it to the validation data. This is there is not clear statistical theory behind the nearest neighbor classifier that would suggest which norm is the best for a given type or structure of input data. Therefore, we prefer classifiers with a clear objective function that has some theory behind it.

### 2.4.2 Decision Trees

The classifiers that best match the step function are decision trees (Figure 2.7). The simplest version of a decision tree is called an alternating decision tree (ADT). These trees are built by making successive binary decisions to separate the output classes. At each decision point, called nodes, we search through each of the available input data and test each threshold to maximize the purity of the daughter
leaves, as quantified by their Gini impurity. Formally, this search is defined as:

$$
\max_{j,k} G(j,k) = \max_{j,k} P(Y = -1|X_j < k) \cdot [1 - P(Y = -1|X_j < k)] + \\
P(Y = 1|X_j \geq k) \cdot [1 - P(Y = 1|X_j \geq k)]
$$

where $Y$ is a vector of exemplars that were present at the node (see Figure 2.16). For each daughter leaf, the successive maximization and split are repeated until one of the following conditions is met:

- The daughter node consists of exemplars of only one type.
- The daughter node consists of just one exemplar.
- A predefined stopping point is reached.

There are a large variety of predefined stopping criterions including but not limited to a minimum size of daughter node; a maximum number of binary decisions; not allowing the same $X_j$ to be used at multiple levels of the tree; or a minimum Gini impurity achieved for the best $X_j$ and $k$. Alternatively, pruning methods can be applied after a dense tree is trained. These criterions hope to reduce the propensity for decision to overfit the data.
Figure 2.16: An example decision tree. All exemplars begin in the largest circle, then are triaged towards the daughter circles based on maximizing the Gini impurity. Exemplars are predicted to be the most common class within the last daughter circle. Note that once a covariate is used, it can be reused lower down the tree. Depending on the stopping criterion, the depth of the tree is not necessarily uniform.
of the data. Both of these challenges can be shown through a simple example. Consider a single input feature where a linear increase in $x$ logistically increases the probability that $y = 1$. For any finite sample and no predefined conditions, successive binary decisions can split the range of $x$ into sections that are predicted to be all $y = 1$ and other sections predicted to be all $y = -1$ (see Figure 2.17). The decision points will be more dense in around the region where $P(y_i = 1|x_i = \gamma) = 50\%$, but they will give the false impression that the certainty of the predicted class is equally accurate in this intermediate region as it is along the outer ranges of $x$.

Figure 2.17: An example of an overfit decision tree. Black sections indicate where the model would predict class below, whereas white sections indicate class above. Simulated data (black dots) were distributed uniformly over the interval and randomly assigned to be class below or above, with a stable probability of 50%.

One method to overcome this particular limitation of decision trees is addressed partially by random forests. As is connotated by calling the algorithm a 'forest,' this method uses a combination of many decision trees to make a probabilistic decision. If all trees were constructed with the same input data and training exemplars, each tree would be identical. Randomly sampling the input features and training exemplars with replacement generates variation across trees. The overall sample size and dimensionality of the data are kept constant, but by placing multiple identical points at certain locations and not sampling others results in changes to the Gini impurity, thereby creating varying trees. When the forest is used to classify an exemplar, a probabilistic decision is generating by dividing the number of decisions that the classifier was $y_i = 1$ divided by the total number of trees.
in the forest. However, when limited training exemplars and input features is available, the variation across trees is limited.

### 2.4.3 Discriminant Analysis

Instead of assuming that all information in the features can be captured through binary decisions, one can relax that assumption slightly, as is done in Fisher Linear or Quadratic Discriminant Analysis (LDA or QDA). Instead of using binary decisions, LDA and QDA use a linear changes in $X$ to produce linear changes in the probability that $y = 1$. The LDA algorithm officially is trained by maximizing the ratio of the predicted within-class variance to the between-class variance (Figure 2.18). Formally, this is done through either of the following equivalent maximizations:

$$
\min_{\beta} -\beta^T \Sigma_B \beta \quad \text{s.t.} \quad \beta^T \Sigma_W \beta = 1 \quad \text{or} \quad \max_{\beta} \frac{\beta^T \Sigma_B \beta}{\beta^T \Sigma_W \beta}.
$$

(2.72)

where $\Sigma_W$ is the within class variance and $\Sigma_B$ is the between class variance. The solution to both of these maximizations is:

$$
\beta = \left[ E(X_i | y_i = 1) - E(X_i | y_i = 0) \right] \Sigma_W^{-1} = [\mu_1 - \mu_0] \Sigma_W^{-1}
$$

(2.73)

However, this phrasing of the algorithm is unnecessarily opaque. LDA is equivalent mathematically to $k$-means clustering when $k$ is 2. In $k$-means clustering, the multivariate means of all the exemplars where $y = 1$ and $y = 0$ are taken separately. The probability that an out-of-training-sample exemplar is defined as:

$$
P(y_i = 1 | X) = \frac{\langle y_i, E(X_i | y_i = 1) \rangle}{\text{Var}(X_i | y_i = 1)} + \frac{\langle y_i, E(X_i | y_i = 0) \rangle}{\text{Var}(X_i | y_i = 0)}.
$$

(2.74)

In LDA, one assumes that $\text{Var}(X_i | y_i = 1) = \text{Var}(X_k | y_k = 0)$. If all exemplars are classified as the most likely exemplar (or a threshold probability is defined), this results in a linear decision boundary (a hyperplane $w \in \mathbb{R}^m$) that is perpendicular to the $\hat{\beta}$ learned above. In QDA, we estimate the within-class variance separately,
resulting in a quadratic decision boundary that curves towards the class with the smaller variance (Figure 2.18).

There are a few key limitations to LDA and QDA. The most apparent limitation is the assumption of linearity in $X$. Both LDA and QDA would, therefore, be insensitive to quadratic (or higher order) trends in individual $X_j$ or nonlinear interactions between dimensions in $X_j$ and $X_k$ for $j \neq k$. Additionally, all training exemplars contribute equally to the final solution, including potential easy to classify outliers.

2.4.4 Support Vector Machines

In contrast, the main innovation in a Support Vector Machine (SVM) classifier, relative to LDA and QDA, is unequal weights on training exemplars, although other innovations also are present [96]. Support vectors are the hardest to classify exemplars, in that their input data lie closest to the other class. The exemplars that are easier to classify are ignored, for sake of determining the maximally separating hyperplane. This makes SVM less sensitive to outliers, if they are
easy to classify. The line that is used to separate the two classes is based on maximizing the margin between the exemplars from each class (Figure 2.19). A margin is defined by the distance between the closest two exemplars along the line that is perpendicular to the separating hyperplane, $w$. Because less data is used to determine this hyperplane, we must apply regularization so that there is one unique maximum to the objective function. A hard-margin SVM is trained by optimizing the following Lagrangian objective function:

$$L(X, Y | \psi = \{w, \alpha\}) = \frac{||w||_2^2}{2} - \sum_{i=1}^{n} \alpha_i [y_i X_i w - 1] \tag{2.75}$$

where $y_i \in \{\pm 1\}$ and $\alpha$ denotes the support vectors: $\alpha_i = 0$ if and only if the exemplar is not a support vector. In comparison to the $\beta$ that we learned in other machine learning applications, $w$ is the hyperplane perpendicular to $\beta$.

The last innovation of SVM is the use of a kernel. The objective function above finds a linear separating hyperplane in the original input space. Alternatively, we can find a linear separating hyperplane in the kernel space. The kernel space is a higher dimensional space that can be used to train non-linear separating planes.

The SVM objective listed above reflects a “hard-margin” SVM, where there exists a linearly separating hyperplane in which none of the training data is misclassified. In the original $X$ space, this hyperplane may not exist. In a sufficiently higher dimensional kernel space, one can guarantee that such a hyperplane exists. If we do not want to use that type of kernel space, we can use a “soft-margin” SVM, where misclassified training exemplars penalize the Lagrangian objective function linearly with the distance from the separating hyperplane, as follows:

$$L(X, Y | \psi = \{w, \alpha, \xi, r\}, \theta = \{C\}) = \frac{||w||_2^2}{2} + C ||\xi||_1 - \sum_{i=1}^{n} \alpha_i [y_i X_i w - 1 + \xi_i] + \sum_{i=1}^{n} r_i \xi_i \tag{2.76}$$

where $\xi_i$ is the distance of training exemplar $i$ to the correct side of the separating hyperplane, and $r$ is another Lagrange parameter indicating the support
Figure 2.19: Example of a soft-margin SVM solution for simulated Gaussian data. The black line indicates the SVM separating hyperplane. The red exemplar on the wrong side of the hyperplane is an example of a misclassified training exemplar that is a distance, $\xi$, from the maximum separating hyperplane. The green squares highlight the three support vectors that would define the hyperplane, if the misclassified exemplars were not present. The value of $\alpha_i$ is greater than 0 for all support vectors, by definition. Lastly, the separating hyperplane is defined by $Xw$ where $w$ is perpendicular to a line that linearly projects the multivariate data onto a single decision dimension, $\beta$. 
vectors. In this case, support vectors are the points that define the separating hyperplane plus all misclassified training exemplars. This guarantees that a unique solution exists for any $X$ and kernel. However, we note that as the penalty for misclassification decreases ($C \to 0$), SVM approaches $L_2$ regularized LDA.

SVM models are very popular in neuroimaging because of their demonstrated applicability, their resistance to outliers and stability in high dimensional spaces despite limited exemplars. As discussed in detail below, regularization increases our ability to find stable solutions in underdetermined systems where the number of exemplars, $n$, is far less than the number of input features, $m$. All of these models induce an assumed structure of the loss function and the shape of the predictive information held within the input data.

2.4.5 Neural Networks

The most flexible model, a neural network, places very little assumptions on the data. While there are multiple structures of neural networks, the most common is a multilayer perceptron (see Figure 2.20). A multilayer perceptron makes multiple and successive linear combinations of the original input data, which are placed through a logistic function after each linear combination. After multiple layers of these combinations, any loss function can be approximated. Additionally, any structure of predicted information, including quadratic and exponential relationships between particular $X_j$ and $Y$, can be utilized fully. Because of this flexibility, the performance of a deep neural network is at least equivalent to any the performance of any other machine learning model, when infinite data is available.

The benefit of neural networks is also the challenge. Training the many modifiable parameters, $\psi = \{\beta_{\nu, z}\}$, and hyperparameters, $\theta = \{\nu, z\} \in \mathbb{Z}_{\geq 0}^2$, within the neural network requires a large amount of data and computational power. When limited data is available, neural networks tend to overfit the data, because the
Figure 2.20: An illustration of the structure of a multilayer neural network. The input data, $X$, are combined linearly and pushed through a link function, $g$. In the case of a multilayer perceptron, this link is a logit function. Other neural networks use other link functions. These successive combinations of the input data are eventually used to predict the final output class. Through these successive combinations, high level interactions can be modelled, and a more nuanced penalty function can be used to approximate the ideal step function.
large number of parameters allows each exemplar to completely define the region around it, just as the deep alternating decision tree did earlier. In that way, the performance of the model on the training data can be much greater than the performance on the validation data. Because we are more concerned with the ability of the learned solution to generalize to unseen data, this propensity to overfit is a major limitation.

Now that we have reviewed the major categories of classifiers (but by no means, not all classifiers), a logical question is how one goes about choosing a classifier for a given application. Based on the insight above about overfitting, we should choose a classifier that best matches the known or hypothesized structure of the input data. In lay terms: “keep it simple, stupid.” In more nuanced language: unless you know there exists a more complicated structure, don’t assume that it exists. The simplest and easiest to interpret models are from logistic regression because of the wide applicability to multiple types of input data, clear distributions of error, and rigorous statistical motivation.

If the input data is known to be from an unbounded Gaussian distribution, then it is feasible to assume linearity, as is done by LDA or QDA. If, in addition, we know that the data has a problem with outliers, an SVM could result in more stable and generalizable solutions. However, due to how SVM maximizes the margin of the hyperplane, SVM may not be the best algorithm for binary data: since all data lie in two locations, the margin is the same no matter which exemplars are the support vectors.

Lastly, if the previous classifiers are not effective, a large amount of training data is available and/or a complex interaction structure in the input data is expected, then a neural network classifier could result in the best performance. The challenge is that in deep neural network classifiers, the number of parameters is prohibitively hard to interpret. This limits our ability to learn about the underlying system, even if we can produce highly accurate class predictions.
Even though this may seem like a comprehensive review of machine learning algorithms, we have left out key categories that are not pertinent to the work below. These omitted topics include, but are not limited to, unsupervised and semi-supervised algorithms. A supervised algorithm is defined by using known class information to train the algorithm.

While there are a plethora of good software to implement each individual model, we recommend using the Java-based software package Weka. The main benefit to Weka is its implementation of many diverse classification methods within the same software, and the ability to modify the risk matrix easily. This facilitates the comparison of results across different models. Additionally, Weka is relatively easy to use in a graphical user interface (GUI), and can be implemented non-trivially on the command line. The major limitations to Weka are inefficient memory usage, especially for large scale models, and lack of good documentation for the command line version of the software.

2.5 Experimental Design, Curse of Dimensionality & Feature Selection

The design of experiments for the sake of machine learning is both similar and different from experiments that plan on utilizing conventional statistics. A key point is that, even though machine-learning statistics has great power, they are still limited by the same need for a sufficient amount of high quality data to estimate the predictive ability of the input data.

To illustrate this, we will illustrate this by drawing a parallel between underdetermined simple linear models and generalized linear models. When $Y$ is Gaussian, the solution to simple linear regression is:

$$\beta = (X^T X)^{-1} X^T Y,$$  \hfill (2.77)
where $\beta$ is the multivariate slope, and the other variables are defined as they have been throughout this manuscript. We note that if $X^T X$ is not invertible, the system is underdetermined: there is insufficient data to independently estimate all elements of $\beta$. When these methods are applied using computers with finite precision, an $X^T X$ that is close to an uninvertible $X^T X$ also may provide inaccurate or noisy estimates of $\beta$. In this latter case, $X^T X$ is said to have a poor condition number. Non-invertibility and poor condition numbers occur when there is insufficient or close to insufficient row rank. This occurs when there are fewer training exemplars, $n$, than features, $m$. Alternatively, if two or more $X$ variables are collinear or approximately collinear then the inverse is similarly undefined because at least two columns are linear combinations of each other. This is just one, of many, examples of the types of relationships that cause poor condition number. In a generalized linear model, we model $Y$ through a transformation function $g(Y)$, like the logistic function. While the solution to a generalized linear model is not always based on the inverse of $X^T W X$. In the case of logistic regression, Newton’s algorithm is based on the Hessian of $X$, which depends on the inverse of $X^T W X$ (see Logistic Regression Section above). Therefore, if simple linear regression is underdetermined, there is a possibility that logistic regression also may be underdetermined.

To avoid these issues, we should aim to sample the full range of $X$ from as many independent patients as possible. This minimizes the potential for collinear variables. Additionally, by sampling from a wide distribution of patients, we also maximize our ability to estimate the predictive ability of each feature.

However, it is sometimes unavoidable to have collinear variables or insufficient data ($n << m$). To overcome these, we can apply penalties and optimization methods to result in stable, unique solutions. While these methods are not unique to machine learning, they are applied more widely in machine learning settings. Before we describe regularization penalties and feature selection methods to over-
come these limitations in the data, we must describe the curse of dimensionality (CoD).

The curse of dimensionality (CoD) is an unavoidable fact of sampling data [97]. No matter what method of feature selection or regularization we apply, the curse of dimensionality applies. The basic premise of the curse is that as the dimensionality of $X$ increases (more features are measured), the average distance between exemplars increases more than linearly (Figure 2.21). When we make predictions, each method is based on applying knowledge from similar exemplars in $X$ to the validation data. If the distance between exemplars increases, then the data are less similar and, consequentially, less can be learned from the “nearby” exemplars, subject to a few assumptions.

Figure 2.21: An example of the curse of dimensionality for one (black) versus two (red) dimensional data uniformly distributed over the interval $[0, 1]$. The colored interval and circle represent the size a hypersphere with matching radius in each dimensionality.

The proof of this is simple relatively. Let’s assume that data is uniformly distributed from 0 to 1 along each $X$ dimension, and that the distribution in each dimension is independent. If we choose an arbitrary data point and draw a circle of radius $d$ around it, the area of that circle is the fraction of the space that is a
given distance from the data point. The formula for the volume of a Euclidean hypersphere with radius $d$ and dimensionality $m$ is:

$$V_m(d) = \frac{\pi^{m/2}}{\Gamma \left( \frac{m}{2} + 1 \right)} d^m.$$  \hspace{1cm} (2.78)

Due to the gamma function, it is difficult to gain intuition about the behavior of the volume from the formula alone. This becomes more apparent when we plot $V_m(d)$ as a function of $m$ (see Figure 2.22). From this figure, it is clear that the volume decreases more than exponentially as $d$ increases. The reason for the supraexponential increase is the combination of an exponential function with a factorial. While we do not show it here, this proof is not restricted to Euclidean distance or uniformly distributed $X$. As long as each dimension of $X$ is independent, the result would be the same, but the integrals would be (much) harder.

Figure 2.22: An illustration of the fraction of the total space taken by hyperspheres of various radii as the dimensionality of the input data increases. Observe that the fraction of the total space taken decreases more than exponentially, as seen by the slight positive inflection on these trend lines.

The impact of the CoD is that if each $X$ dimension was independent, the only way to combat this supraexponential increase in distance between the points is to increase the number of data points supraexponentially, to achieve the same
sampling density as would be achieved in a lower dimensional space.

If, however, the data point lie in a lower dimensional subspace or manifold within the high dimensional space, then the CoD does not hold. The premise behind feature selection methods is to find this lower dimensional space, or limit the search region to a smaller section of the full $X$ space. For the sake of this work, we split feature selection into the following categories: (1) subsampling, (2) filter methods, (3) projection methods, (4) iterative methods, (5) regularization and Bayesian priors and (6) biological priors. We note that this is, by no means, a comprehensive review of feature selection methods, which is a field unto itself [98]. After reviewing key examples of each of these methods, we will discuss briefly a couple key challenges in the implementation of feature selection methods, namely, the optimization of hyperparameters involved in each method and the need for careful cross-validation.

### 2.5.1 Subsampling

Feature selection through subsampling was discussed when we discussed random forests. In random forests, the exemplars and the features are sampled with replacement such that the artificial datasets match the size of the original dataset. When making the artificial datasets, we can choose the dimensionality of $X$ in each. Even if we choose $X$ to be of the same dimensionality as the original dataset, the double sampling that occurs due to sampling with replacement causes the functional dimensionality to decrease. If each, or a large fraction of, original input features held predictive information, then limiting the dimensionality within each tree would improve the tree’s ability to model that predictive information. If, however, a sparse subset of $X$ held predictive information, and a limited size tree was used such that at least part of that subset was not included in each tree frequently, then the majority of the trees would be modeling noise, resulting in an ineffective prediction.
2.5.2 Filter methods

One of the most popular methods of feature selection is filter feature selection. In this case, we set a quantifiable criterion that ranks or orders the features. We then choose to include the top $F$ of these features in the subsequent machine learning classifier training. The remaining features are left out. While this decreases the dimensionality of the dataset that is seen by the classifier, it does not obviate the CoD. If the filter feature selection is applied within each cross-validation fold (and it should be), then the identity of the $F$ features selected will not be consistent.

To determine the predictive ability of any feature, one must consider both how frequently it was selected, and how much it was utilized when it was selected. Just because a feature was ranked highly by the filter does not mean that the machine learning classifier, in fact, used that feature to predict the outcome. Additionally, if we choose a filter feature selection that ignores the dependency and inter-relatedness between the features, then the subsequent classifier will not have access to this dependency or potentially informative interaction, which we discuss more below.

The simplest and most popular filter is the ANOVA or mass univariate $t$-statistic filter where we calculate the absolute value of the $t$ statistic for each input feature. We then include features with the highest magnitude of $t$, or choose a univariate significance cut-off that a feature must pass to be included. The difference between these two criterions is practical, so we view them as duals of each other (i.e. functionally equivalent). We note that this filter is different from stepwise regression (see iterative methods below). While this filter is simple and easy to apply, it also ignores the potentially rich correlation structure within the input data and biases towards features that are discriminative on their own. Therefore, after this type of selection, one should utilize simpler linear models of $X$, like a decision tree, LDA, QDA or logistic regression, where each variable is considered independent. The $t$ statistic is linear inherently; therefore it will
be less sensitive to non-linear information. If a neural network is applied after this mass univariate t-statistic filter, then it will look for interaction effects that were ignored in the initial filter. While it may be feasible to suggest that we are only interested in interaction effects when main effects also are present, the most discriminative information may be held within higher level interactions or when sources of noise are controlled for, as we discuss in Kerr et al. [99].

An example of a filter feature selection that explicitly incorporates the dependency within \(X\) is the minimum redundancy, maximum relevancy toolbox (mRMR) [5, 6]. This is applied through either forward or backward selection. We describe the forward selection algorithm. In mRMR, we rank features based on their mutual information with the predicted class labels, with a penalty for sharing information with higher ranked features, as such:

\[
Score_{X^{(r+1)}} = \max_j MI(Y, X_j) - \frac{1}{r} \sum_{X_k \in X^{(r)}} MI(X_k, X_j)
\]

Where \(MI(A, B)\) is the mutual information between \(A\) and \(B\), and \(X^{(r)}\) is the set including the top \(r\) ranked features. The function of this criterion is to maximize the independence within the modeled set, with the hope that the non-redundant information in the lower ranked features holds no predictive information. If we apply this type of filter, then assumptions of independence between the modeled features are more likely to be true. Additionally, the non-linearity of the mutual information allows for us to consider non-linear relationships between \(Y\) and \(X_j\), but when \(X_j \in \mathbb{R}\) then we must quantize or smooth \(X_j\) prior to calculation of the mutual information. This leads to another free hyperparameter that can be optimized.

### 2.5.3 Projection methods

The next version of feature selection is projection methods, where we search for a lower dimensional projection of the data that holds the predictive information.
The general form of a linear projection is:

\[ Z = XA \] (2.80)

Where \( Z \) is an \( n \) by \( p \) matrix, \( X \) is our original \( n \) by \( m \) matrix, and \( A \) is a \( m \) by \( p \) projection matrix. The difference between the many linear projection methods is their criterion for finding \( A \).

The canonical projection method is principle component analysis (PCA) or singular value decomposition (SVD), which are identical for our purposes. PCA seeks to find a set of orthogonal axes within the space that capture the maximum variance within the higher dimensional set, irrespective of the source of that variance. This is equivalent to finding the eigenvalues and eigenvectors of the dataset, defined by:

\[ D = U^T X V \] (2.81)

where \( D \) is a diagonal matrix of eigenvalues, and \( U \) and \( V \) are unitary \( n \) by \( p \) and \( m \) by \( p \) matrices, respectively. When using this as feature selection, we choose the \( F \) eigenvectors with the \( F \) highest magnitude eigenvalues for inclusion into subsequent modeling. This assumes that all other dimensions of variation are noise. It is important to note that scaling of individual \( X_j \) will result in larger eigenvalues along that axis, so all \( X_j \) must be scaled similarly prior to PCA.

While the choice of \( F \) can be arbitrary, in some settings there is solid statistical theory to suggest an effective choice. Suppose that there exists a lower dimensional space with meaningful information, and all subsequent dimensions are noise. Because we rank the eigenvalues, the eigenvalues from noise dimensions should grow steadily as the rank increases. However, when an inflection point is reached where the magnitude of the eigenvalue is suddenly higher, then that suggests that there is another source of variation that the eigenvector is capturing. If this alternate source is not noise, then it could be signal. Therefore, if there is
an inflection point in the curve of the magnitude of eigenvalues, then $F$ could be selected to include all principle components with rank higher than that inflection point.

The challenge in PCA is that because of the quadratic loss function inherent in maximizing the variance, almost every $X_j$ has a non-zero projection onto each PCA. Therefore interpreting the principle components (PCs) can be difficult. That has led to the development of more sparse methods of linear projection, where sparse refers to the number of $X_j$ that contributes to each projected component.

In neuroimaging, the most popular projection method outside PCA is independent component analysis (ICA). Instead of finding mathematically orthogonal components as PCA does, ICA finds statistically independent components that maximize the variance captured in the data [100]. This can result in non-orthogonal components that are oriented along the major axes of variation in the data (see Figure 2.23). Although there are a number of definitions for statistical independence in this setting, the fast ICA toolbox (http://research.ics.aalto.fi/ica/fastica/) is the easiest to implement. The effect of using statistical independence as compared to mathematical orthogonality is that a larger number of $X_j$ have a zero-weighted projection onto each independent component (IC). In neuroimaging, this has resulted in our ability to identify that particular ICs correspond to particular networks of anatomical regions. When a high number of ICs are fit, biological prior beliefs of the shape and structure of ICs that correspond to “real” signal can be used to exclude or filter out “noise” ICs [101, 102, 103, 100, 104, 105, 106].

The selection of how many components to include, $F$, is even more challenging in ICA than it was in PCA. It is trivial to show that PCA is nested: when a smaller $F$ is selected, it causes no change to the highest ranked components. ICA is not nested: selecting a smaller $F$ results in changes to each of the components.
Figure 2.23: An example of the PCA (red) versus ICA (green) projection of input data. Observe that the first components of ICA and PCA are identical, whereas the second components vary. The second IC reflects the generative process of the data by identifying the next largest statistically independent component of the data, whereas the second PC is required to be orthogonal to the first. Figure reproduced from gael-varoquaux.info.

Additionally, the rank of ICs is not stable for the same $F$, but the identity of the ICs are. Therefore, $F$ needs to be selected prior to ICA and the argument of the inflection point in variance cannot be easily applied.

If your input data allows it, even more sparsity can be applied through the utilization of non-negative matrix factorization (NNMF). Similar to ICA and PCA, NNMF finds a linear projection from the original $X$ space to a lower dimensional space, with the strong prior assumption that noise results in zero or near zero values, and signal results in positive values in $X$. It is required that all elements of $X$ are non-negative. Similar to ICA, there are multiple algorithms to implement NNMF that are based on optimizing subtly different criterion that are the outside the scope of this work. It is sufficient to note that, similar to ICA, NNMF is not nested, and can provide an even high degree of sparsity on how many $X_j$ contribute to each component. NNMF has shown to be highly effective in natural
language processing (NLP) applications [107], as well as in some neuroimaging applications [108].

The last two projection methods that we will discuss are non-linear projection methods called local-linear embedding (LLE) [1] and multidimensional scaling (MDS). The premise behind these methods is that there exists a manifold within the $X$ space that may or may not be captured by a linear projection. This presumes that it is the distance along this manifold that is predictive, instead of the distance traveled in the original space.

In local-linear embedding (LLE), [1] we calculate the pairwise distance between all data with respect to some norm. We then place exemplars on a new, lower dimensional space such that these pairwise distances are maximally preserved, according to the following loss function:

$$\min_W \sum_{i=1}^{n} \| X_i - \sum_j W_{ij} X_j \|^2$$  \hspace{1cm} (2.82)

where $j$ is the set of neighbors or local points, and $W$ is a reconstruction matrix to predict $X_i$ from its neighbors $X_j$. After learning $W$ for set $X$, the final step in LLE is to map the higher dimensional $X$ onto a low dimensional manifold, $Z$, such that the following loss function is minimized:

$$\min_Z \sum_{i=1}^{n} \| Z_i - \sum_j W_{ij} Z_j \|^2$$  \hspace{1cm} (2.83)

where $W$ is fixed and $Z$ are allowed to vary. This allows us to plot the higher dimensional data on a lower dimensional subspace, according to the learned manifold.

This assumes that the relationship between data is linear within the manifold. If we want to relax this assumption to suggest that within a certain distance, all non-linear spaces can be approximated by linear functions, we can implement a variation of LLE that only seeks to maintain the pairwise distances for local data (with some criterion). This perspective has the unique ability to model complex
manifolds within the original space, like U and S shapes (see Figure 2.24), that would be otherwise unappreciated.

Figure 2.24: A) A two-dimensional manifold transformed into a three dimensional space. Distance along the manifold is meaningful, but distances based on three-dimensional coordinates have little to no meaning. B) Data sampled from this two-dimensional manifold. C) The data in B projected onto a two-dimensional space based on local-linear embedding. The black outlines in B and C reflect a neighborhood around a point in the original and projected spaces. Figure reproduced from Rowes & Saul [1].

Similar to LLE, MDS seeks to find a new set of input data that maintain the pairwise distance between points. (MDS is built into the statistics toolbox of MATLAB.) In MDS, one can choose the desired norm that should be used to calculate distance in the new space. If we seek to apply a particular norm during our machine-learning model (see below), then this guarantees that the input data obeys the assumptions behind that norm. However, this is because all information that is not captured by this norm is filtered out. Further, in non-metric MDS, we don’t seek to match the continuous value of distance between points. Instead, we seek to maintain the rank of distances across points. Therefore, if the norm that we assumed in the original space was incorrect, but was correct up to the rank of the points, the relationship between points in the non-metric MDS would not be affected.
The limitation of both of these manifold learning methods is that the relationship between the \( Y \) and the original input data \( X \) is broken. If we seek to learn about the discriminative power of a given \( X_j \) or group of \( X_j \), it is difficult to back-project from solutions in the manifold space onto the original \( X \). Therefore, similar to the neural network classifier above: manifold learning can result in improved class predictions, but at the cost of the interpretability of the model.

2.5.4 Iterative methods

The next category of feature selection methods is iterative methods. Just as in the above methods, iterative feature selection is not incorporated into the likelihood or objective function fit by the classifier, but it uses the result of classifier learning to help select which features to include. The underlying assumption behind iterative methods is that there exists a subset of features that, when included in the model, result in the best performance. Therefore, we must search the combinatorial space of subsets of features to find this optimal model.

The simplest version of iterative methods is forward selection. Forward selection is initiated by fitting a univariate predictive model for each \( X_j \) and choosing the \( X_j \) that maximizes the performance of the model. Subsequently, models are built with this high ranked feature, plus each individual \( X_j \) that was not already included. The subset \( X^{(2)} \) that results in the best performance is saved and the process is iterated until either (1) no improvement in performance is reached or (2) all features have been ranked. Note that both the number of features in the model, \( F \), and the criterion that models were trying to maximize can be selected by the user.

Alternatively, models can be built using backward selection. In this case, a full model using all the data is trained. Then, models excluding one \( X_j \) of are trained. We again select the smaller model with the best performance and repeat
this process until (1) no change in the performance is reached or (2) the model includes no $X_j$.

In some cases, backwards selection can be accomplished without fitting smaller candidate models. If we choose to model data using logistic regression, features can be ranked according to the significance of their odds ratio. Similarly, in SVM recursive feature elimination (SVM-RFE), features with zero or close-to-zero weights can be excluded [109, 110]. Both of these criteria allow for iterative exclusion of groups of $X_j$, in addition to just singular $X_j$. However, even though it is tempting to suggest that non-zero weighted features are related to the outcome class, this is not guaranteed. These features either provide predictive information, or control for important sources of noise that allow for more predictive information to be gleaned from other variables (see Haufe et al. [111] for more discussion). Additionally, when using a regularized model (see below), the risk of false-negative findings is high.

We note that each of these iterative methods do not fully search the combinatorially large space of all subsets of $X$. Instead, they provide heuristics for searching a reasonable subset of this space. There exist stochastic methods to more effectively search a larger number of the subsets, but those methods are outside the scope of our work.

### 2.5.5 Regularization and Bayesian priors

The most statistically appealing method of feature selection is the application or regularization or Bayesian priors about the nature of informative features. The difference between the terms “regularization” and “Bayesian priors” is semantic, and not based on differences in theory, as will become clear below. In contrast to all of the above methods, regularization and Bayesian priors are integrated into the likelihood and objection functions that we optimize using the training data.
By integrating feature selection into the function we optimize, we can study the sensitivity of our fitted model to these choices better, by considering the derivative of the solution with respect to the regularization term, and/or modeling the distribution of the solution with the regularization term. Determining significance and the effect of these terms is a novel and active area of research called post-inferential statistics.

First, we discuss regularization terms. Regularization terms apply the prior hypothesis that a small subset of $X$ is informative, and the other terms are just noise. Therefore, most of the values of the $\beta$ vector that weights the $X$ should be zero or close to zero (i.e. $\beta$ are sparse). We impose this hypothesis by saying, mathematically, that we prefer solutions that this is the case. Regularization can be applied to any machine learning classifier that optimizes a likelihood or objective function by optimizing the sum of the regularization penalty and the likelihood or objective function:

$$\ell_R(Y|X, \psi, \theta) = \lambda \|\beta\| + \ell(Y|X, \psi, \theta).$$  \hspace{1cm} (2.84)

In this way, non-sparse solutions that produce high likelihood are penalized, resulting in a more sparse solution.

A consequence of applying this prior hypothesis is that stable, unique solutions can be achieved despite underdetermined data. If $n << m$, then many machine learning models discussed above do not have unique solutions. If a regularization term is applied, then the requirement of invertibility of the Hessian ($X^T X$) is not required because the solution is not based on inverting the Hessian. (Frequently, the solution relies on the inversion of the Hessian plus a term derived from the regularization penalty.)

Observant readers will remember that the original formulation of SVM includes an $L_2$ regularization term. This is included because when we consider just the support vectors when learning the maximally separating hyperplane, we are
working essentially in a system where \( n << m \). Therefore regularization is needed to guarantee the uniqueness of the solution.

However, regularization has a tendency for false negative results. Consider an \( X_j \) and \( X_k \) that both have unique and shared predictive information. If the magnitude of the unique information in \( X_j \) or \( X_k \) is hard to distinguish from noise, then a regularized solution could include \( X_j \) but not \( X_k \), or vice-versa. This is because most of the predictive information is in \( X_j \). The addition of weight of \( X_k \), given that \( X_j \) is included, may not result in enough improvement of the likelihood or objective function. Therefore, regularized solutions will identify sets of features that are predictive, but interpreting a weight of zero or near zero is difficult (see Haufe et al. [111] for why we say sets of features, as compared to individual features).

The easiest regularization penalty to optimize is the \( L_2 \) norm, because of its differentiability. While \( L_2 \) regularization is effective in a wide variety of applications, \( L_2 \) regularized solutions do not tend to place zero-weight on any \( X_j \). Instead, small values are allowed.

Suppose that \( \beta_j = 0.01 \). In an \( L_2 \) norm, this would contribute a penalty of roughly \( (\beta_j)^2 = 0.0001 \). Therefore, small weights are no different than zero weights in terms of the final solution. If all features contribute to the end solution, then it is difficult to interpret which features are the most discriminative, especially when utilizing a kernel space in an SVM [111].

A solution to this problem of non-zero weights is to use an \( L_1 \) norm. A challenge behind an \( L_1 \) norm is that it is undifferentiable at zero. Because we seek for many values to be uniquely zero, this can be a large optimization problem. The functional effect of an \( L_1 \) norm is that it makes the \( w_j \) that were small, but non-zero, actually have a weight of zero. This results in more interpretable solutions because we can assess our performance as if we only sampled the features with non-zero weight. In fact, clever proofs from the compressed sensing literature
have shown us that $L_1$ solutions are identical to $L_0$ solutions (see Figure 2.25). $L_0$ solutions seek to minimize the number of features with non-zero weight and ignore the actual weight assigned. This has a clear interpretation: $L_1$ and $L_0$ regularization results in the solution that includes the minimum number of $X_j$ to achieve the given performance. Therefore, when performing a pilot analysis of a large number of features, with the hope of identifying a small set of highly important features, it may be attractive to apply $L_1$ or $L_0$ regularization even if it is not necessary for the uniqueness of the solution.

Figure 2.25: For linear solutions, there exist a set of solutions that result in the same log-likelihood (black line). The $L_1$ penalty chooses the solution with the minimum $L_1$, which also happens to be the solution with minimum $L_0$, in the vast majority of cases (b). In contrast, the $L_2$ and $L_0$ solutions do not coincide (a).

An important limitation to $L_1$ regularization is that the estimates it generates are biased towards zero. In other words, $L_1$ will underestimate the effect of the $X_j$ that it gives non-zero weight, relative to when infinite data is available.

The last example of regularization terms we will discuss is a total variation (TV)-$L_1$ norm hybrid. While it is trivial to suggest that norms can be mixed through weighted sums, or norms other than the $L_1$ and $L_2$ can be applied, the TV penalty let’s us apply a prior about the structure of $X_j$. If $X_j$ are pixels or voxels (volumetric pixels) from an image, then a reasonable prior hypothesis is
that nearby $X_j$ could provide similar information. Therefore, the weight of $X_j$ should not change drastically cross the image. This is achieved by applying the following TV penalty in one dimension:

$$\|\nabla \beta\|_1 = \sum_{j=2}^{m} |\beta_j - \beta_{j-1}|.$$  

(2.85)

Both $L_1$ and $L_2$ regularization of logistic regression and SVM have been implemented within the LibLinear toolbox, available for C and MATLAB (http://www.csie.ntu.edu.tw/~cjlin/liblinear/, [112]). The TV penalty has been implemented within scikitlearn, a Python toolbox for machine learning (https://git\hub.com/nilearn/nilearn/pull/219) [113, 114].

Lastly, more general Bayesian priors can be applied to likelihood functions. Suppose we apply the given prior on $\beta$: $P(\beta)$. Using Bayes formula, this is integrated into the posterior probability in the following way:

$$P(Y|X,\psi,\theta) = \frac{P(X|Y,\psi,\theta)P(Y)}{P(\psi,\theta)}$$  

(2.86)

where $\beta$ is an element of $\psi$, the set of parameters optimized using the objective function. As a reminder, $\theta$ are the set of hyperparameters that are not estimated jointly with the objective function. Since optimizing sums is easier than optimizing products, we can log-transform this expression to generate log-posterior probability:

$$\log P(Y|X,\psi,\theta) = \log P(X|Y,\psi,\theta) + \log P(Y) - \log P(\psi,\theta).$$  

(2.87)

The subtraction of $\log P(\psi,\theta)$ is eerily similar to the addition of a penalty term to the objective functions listed above, when we recognize $\log P(X|Y,\psi,\theta)$ as the log-likelihood. Therefore, the regularization terms discussed above can be expressed in terms of prior hypothesis on $\psi$ and $\theta$.

One example of a Bayesian feature selection prior is a spike and slab prior. For each $\beta_j$, we place a large spike of probability mass at $\beta_j = 0$. The rest of the
probability mass we spread uniformly (or with a slow decay constant) on the rest of the possible range of $\beta_j$. Consequentially, most $\beta_j$ will have zero weight, and some $\beta_j$ will have non-zero weight.

The challenge to the application of Bayesian methods is their computational intensity. Even though there is a strong statistical basis for their construction, only a limited number of posterior probabilities have analytical solutions to their optimization. The most popular method to find the optimum of Bayesian expressions is through Markov chain Monte Carlo (MCMC) simulations, generally using Metropolis Hastings sampling (i.e. OpenBUGS software). For even moderately sized problems, these MCMC simulations can be prohibitively slow to converge. Novel hardware and software is being developed to address these limitations.

### 2.5.6 Biological priors

The last feature selection method is important to discuss, even if it has no mathematical or statistical motivation. If we have prior biological knowledge of the system that we are studying, applying that knowledge to assist in feature selection can result in improvements in performance [3]. For example, if we are studying the difference between left and right temporal lobe epilepsy, we can hypothesize that the strongest signal is going to in the temporal lobes, and/or the difference between the temporal lobes. (Note that based on current research, including our own, [7, 8] this is not necessarily a good hypothesis.) This hypothesis can be applied by considering only the $X$ that consist of features from those regions.

We highlight that some biological hypotheses can be applied within a statistical framework. In particular, we know that human brains are organized into similar functional regions; therefore the contribution of nearby regions should be similar. This hypothesis matches the assumptions behind TV regularization, therefore TV may be effective for neuroimaging data (as in Dubois et al. [114]).
As another example, the structural changes due to dementia may be focused in particular regions, but they also involve wide regions of the brain. Therefore, when predicting class information about dementia using brain information, an $L_2$ prior that considers small but dispersed contributions may be more appropriate. In contrast, some epilepsies are due to highly focal lesions. When predicting class information about these, an $L_1$ prior may be more effective in eliminating the large amount of irrelevant information while focusing on a small number of informative features.

A common theme through each of these feature selection methods is that they require the selection of seemingly arbitrary hyperparameters, $\theta$. With the exception of Bayesian priors, these $\theta$ are not explicitly written into the likelihood or objective function. Therefore, it is difficult to balance the choice of $\theta$ with the goodness of fit of the model, or understand the sensitivity of the model to changes in $\theta$, which otherwise could be done by differentiating the likelihood or objective function with respect to $\theta$. The selection of these $\theta$ and understanding the sensitivity of the performance to these choices is discussed in chapters 11 & 12 in detail.

The other important caveat to feature selection methods that we must re-emphasize is that they are partial solutions to the curse of dimensionality, but they are no means full solutions in all situations. The addition of free parameters and hyperparameters also increases the propensity to overfit the data, especially when limited data is available. Therefore, feature selection must be applied within each cross-validation fold so that we can ensure that the accuracy of the estimates of how well the models generalize to out-of-sample data are preserved. If a general feature selection is done prior to the cross-validation split, then information from the validation data can bleed into the training solution. Therefore, unless it is impossible to split feature selection from cross-validation, we advise that it should be done. This is the case even for unsupervised feature selection methods.
2.6 Population Selection in the Development of CADTs

The key to developing clinically applicable CADTs is the identification and detailed description of the diagnostic challenge, the clinical context, the patient population, and the data available for study. Even as mathematicians and statisticians, it is critical to have a close collaboration with clinicians that are familiar with the practical challenges inherent in the desired application.

The first and most important part of a CADT is to define clearly the diagnostic challenge and the appropriate control population. One example of this is in the early diagnosis of Alzheimer’s dementia (AD). Once clinical signs and symptoms of dementia are apparent, the pathologic challenges responsible for the dementia may be irreversible. If patients at high risk for AD could be identified prior to onset of clinical signs, then interventions could be developed prior to the onset of permanent damage. Therefore, CADTs for AD focus on the prediction of later development of clinical signs of dementia in normal or high-risk populations. Based on this insight, diagnostic studies focus on discriminating age-matched controls from AD, stable mild cognitive impairment (MCI) and progressive MCI. Patients with MCI have early signs of dementia, but have not yet progressed to overt AD. The discrimination between controls and AD serves as a proof of concept that the classification scheme is effective. The discrimination between progressive and stable MCI reflects the desired application of the CADT. The Holy Grail would be to identify patients at high risk for AD prior to the development of clinical signs. This Holy Grail study requires long-term follow up of a large population of health patients, with the knowledge that some would develop AD.

The diagnostic challenge in seizures is different from dementia because physicians are seeking to determine the etiology of seizures that occur prior to assessment. Therefore, comparison of patients with epilepsy to seizure-naive controls does not address the diagnostic challenge at hand because clinicians would never
consider epilepsy as a potential diagnosis in patients who have never experienced
a seizure-like event. In our opinion, there are two potential control populations.
If we seek to diagnose epilepsy as early as possible, we should compare patients
with epilepsy to patients who experience an isolated or provoked seizure but do
not progress to experience repeated, unprovoked seizures, which is the definition
of epilepsy. If we seek to diagnose the etiology of repeated seizures, these patients
with isolated seizures are irrelevant. Instead, we should compare to patients that
experience NES (see chapter 1). In contrast to the patients with isolated seizures,
patients with NES are treated as if they have epilepsy until they are diagnosed.
Consequentially, their exposures to ASMs and other iatrogenic exposures match
patients with epilepsy [8, 81]. Therefore, when developing CADTs for epilepsy,
we believe that the first, critical stage is to differentiate epilepsy from NES.

This mirrors the clinical question of interest because both populations have a
prior history of seizures, but complicates the interpretation of the learned models.
Any observed differences reflect the difference between patients with NES and ES,
as compared to just the difference attributable to epilepsy. Therefore, without
other corresponding evidence, changes could be due to ES, NES or a combination
of both conditions.

For example, in the chapter 9, [7] we find that metabolic alterations in senso-
rimotor cortex, which we interpret as a novel finding suggestive of extratemporal
changes due to temporal lobe epilepsy (TLE). This was based on the supposi-
tion that patients with NES have no focal lesions visible by FDG-PET. Recent
research, however, found reductions in cortical thickness in sensorimotor cortex
in patients with psychogenic non-epileptic seizures compared to healthy controls
[115]. This reduction in cortical thickness would likely be accompanied by a con-
comitant reduction in glucose metabolism. Therefore, we should have interpreted
our change in sensorimotor cortex as at least in part due to metabolic changes in
NES.
This reasoning can be generalized beyond Alzheimer’s, psychogenic seizures or epilepsy. We argue that the proper control for a novel CADT is the differential diagnosis (DDx) for the signs or symptoms of interest. In clinical medicine, the term “symptoms” reflect observations made or reported by the patient, witnesses or their caregivers. The term “signs” reflect objective observations made by a health care provider. Lastly, a DDx reflects all of the potential conditions or syndromes that can result in the sign or symptom. These lists are well defined in the medical literature and, frequently, are long because they include all possibilities, no matter how unlikely it is. Note that this requires us to recognize signs or symptoms to address, as compared to conditions, the latter of which is the conventional organization of research and medicine.

A relevant example of a differential diagnosis is the DDx of episodic, self-resolving loss of awareness, responsiveness or consciousness is as follows:

1. Epilepsy
   (a) Generalized-onset seizures
   (b) Focal dyscognitive seizures

2. Psychogenic non-epileptic seizures

3. Physiologic non-epileptic seizures
   (a) Complex migraines
   (b) Confusion episodes in dementia
   (c) Syncope
   (d) Narcolepsy or cataplexy
   (e) Hyperventilation syndrome
   (f) Movement disorders
4. Provoked causes

(a) Stroke

(b) Temporary Ischemic Attacks (TIA)

(c) Myocardial infarction (MI)

(d) Polypharmacy

(e) Medication or substance effect

5. Malingering

6. Munchausen’s Disease

The sheer number of conditions on a differential diagnostic list is long, requiring sufficient patients in each group to be able to characterize the trends of the input data within the group. The sheer number of patients required for this can be prohibitive, so initial CADTs can and should address the most salient facets of this differential. For example, much of our work focuses on answering the following question: who will benefit from treatment with ASMs? This simplifies the differential into two groups, at the cost of a certain level of detail.

Alternatively, one can utilize data from an unselected population of patients that present with episodic, self-resolving loss of awareness, responsiveness or consciousness. Some groups of patients will not be represented well in this dataset because they are rare, compared to the other groups. This naturally will prioritize research towards the most prevalent groups. If, however, one seeks to study a more rare group, then the minimum size of the database will be defined by how many exemplars of the rare group of interest are expected to be present, for a given size.

For example, if we seek to study psychogenic NES, we know from previous literature that psychogenic NES comprises 30% of patients admitted to vEEG.
If we want a minimum sample of 100 patients with psychogenic NES, then we would need to collect data from at least 334 patients admitted to vEEG. If we seek to study malingering or Munchausen’s Disease, we recognize that roughly 5 of every 300 patients with NES are malingering (estimate from UCLA Seizure Disorder Center data). If we want at least 100 patients who are malingering or have Munchausen’s Disease in our dataset, then we need at least 20,000 patients admitted to vEEG. While these sample size calculations are important for experimental design, they also are important concerns about implementation. If we expect to apply our CADT to hundreds of patients, then it may be feasible to ignore the possibility of malingering or Munchausen’s Disease in favor of identifying psychogenic NES. If, however, we propose that our CADT should be applied nationwide to the hundreds of thousands of patients per year that present with episodic loss of awareness, then a non-negligible number of these patients are malingering or have Munchausen’s Disease. Therefore, it would be inappropriate for us to not attempt to describe that population.

Therefore, when seeking to develop a clinically relevant CADT, one must consider the specific clinical question that the CADT seeks to assist with. For diagnostics, this question frequently refers to a differential diagnosis of signs or symptoms present in a patient. Prior to implementation, the CADT should be trained on an appropriate amount of data to study the population of interest.
CHAPTER 3

The Future of Medical Diagnostics: Large Digitized Databases

This chapter is a reproduction of our work published in the Yale Journal of Biology & Medicine.[89] This work includes contributions from Edward P. Lau, Gwen E. Owens and Aaron Trefler. WTK initiated, organized and wrote the majority of this article. EPL created the third figure and contributed significantly to sections regarding computational efficiency, the structure of databases and the content strategy problem. GEO created the first and second figures, as well as the first table, and contributed significantly to sections regarding patient and physician attitudes toward databases and computer-aided diagnostics. AT contributed by conducting substantial literature review to support the ideas expressed.

3.1 Abstract

The electronic health record mandate within the American Recovery and Reinvestment Act of 2009 will have far reaching impacts on medicine. In this article, we provide an in-depth analysis of how this mandate is expected to stimulate the production of large scale digitized databases of patient information. There is evidence to suggest that millions of patients and the NIH will fully support the mining of such databases to better understand the process of diagnosing patients. This data mining likely will reaffirm and quantify known risk factors for many diagnoses. This quantification may be leveraged to further develop computer-
aided diagnostic tools that weigh risk factors and provide decision support for health care providers. We expect that creation of these databases will stimulate the development of computer-aided diagnostic support tools that will become an integral part of modern medicine.

3.2 Introduction

The impact of nationwide implementation of electronic health record (EHR) systems will change the daily practice of medicine as we know it. With medical records in their current state, it is extremely difficult to efficiently collate records and mine clinical information to understand trends in and differences between various patient populations. This limits the size of patient groups and thereby reduces the statistical power of many research protocols [62]. The EHR mandate will stimulate institutions to digitize their records in common formats that are amenable to collating data into large databases. These databases with records from potentially millions of patients can then be processed using sophisticated data mining techniques. There are numerous regulatory, practical and computational challenges to creating and maintaining these databases that will need to be appropriately addressed. Many groups are already compiling large databases of high quality patient information with great success [116, 117, 118, 119, 120, 121, 122, 123, 124]. Based on its previous efforts, we expect the National Institute of Health (NIH) to fully support researchers that seek to tackle the challenges of creating EHR-based databases that include clinical notes and other data points such as laboratory results and radiological images. Such databases will be invaluable to the development of computer aided diagnostic (CAD) tools that, we believe, will be responsible for many advances in the efficiency and quality of patient care[62]. CAD tools are automated programs that provide synthesized diagnostic information to providers that are not otherwise readily accessible. The rate of development of
CAD tools and the mining of medical record systems has increased markedly since 2002 (Figure 3.1) and we expect the development of large EHR-based databases will only stimulate this activity further [2][2][2][2]. In this article, we provide an in-depth analysis of the effect of the EHR mandate on the development of databases that could be mined to create high quality CAD tools. Further, we illustrate how computer aided diagnostics can be integrated efficiently into daily medical practice.

Figure 3.1: This figure illustrates the number of PubMed citations using each of the Mesh terms listed. Since 2002, the number of publications regarding computer-aided diagnostics has increased substantially. We are already seeing a commensurate increase in the number of publications regarding computerized medical record systems and electronic health records.[2]
3.3 Mandates and Policies Driving the Change

Although the growth of large digitized databases is stimulated by numerous sources, there are two key policy decisions that have the potential to dramatically speed this growth and change medical diagnostics as we know it. These key policies are the final NIH statement on sharing research data in 2003 and the EHR mandate in the American Recovery and Reinvestment Act of 2009 (ARRA) [125, 126][125, 126][125, 126][125, 126]. The seed for developing large open databases of medical information began was planted initially by the NIH statement on sharing research data. In 2003, the NIH mandated that investigators submitting an NIH application seeking $500,000 or more in direct costs in a single year are expected to include a plan for data sharing [126][126][126][126]. A large portion of academic medicine research is funded through grants of this type and therefore the amount of high quality information about patients in the public domain is growing rapidly. This may be one reason why interest in computerized medical record systems increased in 2003 (Figure 3.1). Unfortunately, the NIH has identified that this policy has not led to the degree of data sharing they anticipated, as evidenced by NOT-DA-11-021 entitled “Expansion of sharing and standardization of NIH-funded human brain imaging data” [127]. The focus of this request for information (RFI) was to identify the barriers to creating an open-access database for brain imaging data, including medically relevant images. This RFI implies that the NIH likely would support efforts to establish large open, digitized databases that include patient information.

Those who designed the ARRA presumably recognized the potential of digitized medicine and decided to support its development. In the ARRA 20 billion dollars was provided to establish EHRs for all patients treated in the US [125]. Healthcare providers that do not establish an EHR system after 2014 will be subject to fines. This was intended to further stimulate the trend of increased
utilization of EHR systems (Figure 3.2). As stated in the bill, the reasons for this mandate include reduction of medical errors, health disparities, inefficiency, inappropriate care and duplicative care. Further, the ARRA EHR mandate has and is meant to improve coordination, the delivery of patient-centered medical care, public health activities, early detection, disease prevention, disease management and outcomes [128, 125]. To facilitate these advances, the knowledge about and methods for bioinformatics must be applied to millions of EHRs to develop automated, computer aided diagnostic (CAD) tools. For example, one efficient way to avoid inappropriate care is for an automated program to produce an alert when a health care provider attempts to provide questionable service. The development of such CAD tools is not trivial; however large, high-quality, open EHR databases will greatly decrease development costs and accelerate testing. Below we discuss why it is our firm belief that these databases will make the implementation of computer-aided diagnostics virtually inevitable.

3.4 Large Databases

There are a growing number of these large databases populated with clinically relevant information from patients suffering from a diverse range of medical conditions, some already including detailed multimodal information from hundreds to millions of patients. Here we will briefly review the General Practice Research Database (GPRD), the Alzheimers Disease Neuroimaging Initiative (ADNI), the Personal Genome Project (PGP), the European Database on Epilepsy (EDE) and the Australian EEG Database. These and other databases are summarized in Table 3.1.

The GPRD includes quality text based records from over 11 million patients primarily from the UK but also includes patients from Germany, France and the US [118, 129]. The database is used primarily by pharmacoepidemiologists
Figure 3.2: Even before the ARRA in 2009, the number of physicians utilizing EHR systems was increasing. There are already a substantial percent of physicians using electronic records. Consequentially, it is relatively inexpensive to combine and mine these EHR systems for high quality clinical information.
Table 3.1: A quick summary of notable databases of high quality information that have been developed and are being used for large scale studies.

<table>
<thead>
<tr>
<th>Database</th>
<th>Information Contained</th>
<th>Funding Source(s)</th>
<th>Access</th>
<th>Website</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADHD-200</td>
<td>776 resting-state fMRI and anatomical datasets along and accompanying pheno-typic information from 8 imaging sites; 285 of which are from children and adolescents with ADHD aged 7-21</td>
<td>NIH</td>
<td>Research community</td>
<td>fcon_1000.projects.nitrc.org/indi/adhd200/index.html</td>
</tr>
<tr>
<td>Alzheimer’s Disease Neuroimaging Initiative (ADNI)</td>
<td>Information on 200 control patients, 400 patients with mild cognitive impairment, and 200 with Alzheimer’s disease</td>
<td>NIH</td>
<td>Public access</td>
<td><a href="http://www.adni-info.org/">www.adni-info.org/</a></td>
</tr>
<tr>
<td>Australian EEG Database</td>
<td>18,500 EEG records from a regional public hospital</td>
<td>Hunter Medical Research Institute and the University of Newcastle Research Management Committee</td>
<td>User access required (administrator, analyst, researcher, student)</td>
<td>aed.newcastle.edu.au:9080/AED/login.jsp</td>
</tr>
<tr>
<td>Clinical Trials</td>
<td>Registry and results of &gt;100,000 clinical trials</td>
<td>NIH</td>
<td>Public access</td>
<td>clinicaltrials.gov/</td>
</tr>
<tr>
<td>Epilepsiae European Database on Epilepsy</td>
<td>Long-term recordings of 275 patients</td>
<td>European Union</td>
<td>Research community</td>
<td><a href="http://www.epilepsiae.eu/">www.epilepsiae.eu/</a></td>
</tr>
<tr>
<td>Healthfinder</td>
<td>Encyclopedia of health topics</td>
<td>Department of Health and Human Services</td>
<td>Public access</td>
<td>healthfinder.gov/</td>
</tr>
<tr>
<td>Kaiser Permanente National Research Database</td>
<td>Clinical information on &gt;30 million members of the Kaiser Foundation Health Plan</td>
<td>Kaiser Foundation Research Institute</td>
<td>Kaiser Permanente researchers and collaborating non-KP researchers</td>
<td><a href="http://www.dor.kaiser.org/external/research/topics/Medical_Informatics/">www.dor.kaiser.org/external/research/topics/Medical_Informatics/</a></td>
</tr>
<tr>
<td>National Patient Care Database (NPCD)</td>
<td>Veterans Health Administration Medical Dataset</td>
<td>U.S. Department of Veterans Affairs</td>
<td>Research community</td>
<td><a href="http://www.virec.research.va.gov/DataSourcesName/NPCD/NPCD.htm">www.virec.research.va.gov/DataSourcesName/NPCD/NPCD.htm</a></td>
</tr>
<tr>
<td>Personal Genome Project (PGP)</td>
<td>1,877 deep sequenced genomes. Goal is 100,000 genomes.</td>
<td>NIH</td>
<td>Open consent</td>
<td><a href="http://www.personalgenomes.org/">www.personalgenomes.org/</a></td>
</tr>
</tbody>
</table>

though other researchers are mining this database actively to create automated tools that extract, at base, the diagnostic conclusions reported in each note [130, 131]. Although the recall and precision of these tools was good–86% and 74% respectively in one study [131]these tools are constantly improving. We expect the increasing size of this and other databases will further stimulate high quality research in this field and result in highly efficient and effective data extraction.
tools. This conclusion is supported by the fact that over 73 scholarly publications utilized the GPRD in the first three quarters of 2011 alone [129]. This database, however, is limited to the text of the clinical notes.

Other databases go further by providing complex data regarding large cohorts of patients. The ADNI database contains data fields that track the rate of change of cognition, brain structure and function from 800 patients, including 200 with Alzheimer's disease (AD) and 400 with mild cognitive impairment (MCI) [124]. Researchers are planning to add 550 more patients to this cohort in ADNI2 [117]. The current ADNI database includes full neuroimaging data from all of these patients in the hope that this data can be used to discover the early warning signs for AD. ADNI has been used already to develop machine learning (ML) tools to discriminate between AD and normal aging. Another database compiled by the PGP currently has 1,677 patients and researchers plan to expand this to include nearly complete genomic sequences from 100,000 volunteers using open-consent [121]. Researchers involved in the PGP anticipate that this sequence information will be used to understand risk profiles for many heritable diseases [119]. Other similarly large databases of complex data already exist; the EDE contains long-term EEG recordings from 275 patients with epilepsy [116, 123] and the Australian EEG Database holds basic notes and full EEG results from over 20,000 patients [120, 122]. These databases have been used to develop sophisticated seizure prediction and detection tools. Here at UCLA we are compiling a database of clinical notes, scalp EEG, MRI, PET and CT records from over 2,000 patients admitted for video-EEG monitoring.

The existence of these databases containing detailed clinically relevant information from large patient cohorts confirms that the international research establishment and the NIH are extremely excited about and supportive of large clinical databases. This suggests that as the EHR mandate simplifies collation of patient data, the limiting factor in generating large databases of thousands to millions
of patient records will be for organizations to work through the practical hurdles of consenting patients and making data available for efficient searching and processing.

### 3.5 Anticipated Challenges to Database Creation

Our conclusion that large clinical databases will continue to expand is based on key assumptions that important regulatory and computational hurdles will be overcome. These challenges include, but are not limited to: (1) patient consent, (2) IRB approval and (3) consistent improvements in processing these large datasets. We believe the probability that these potential problems will be solved is high.

Forming open databases requires that patients consent to the sharing of pertinent parts of their medical records. In the development of the Personal Genome Project (PGP), Church et al. established open-consent so that all de-identified records can be shared freely [121]. Patients in EHR databases would likely utilize an identical open-consent process. We have personal experience analyzing datasets that require consenting adult patients admitted for video-EEG monitoring for epilepsy as well as pediatric epilepsy patients undergoing assessment for resective neurosurgery at UCLA. After we explained that consent would have no impact on their care, every patient admitted for these reasons (716/716) consented to their records being used for research. Weisman et al. reported that 91% of respondents would be willing to share their records for health research and that most would be more comfortable with an opt-in system [132]. Other surveys of patients report a consent rate of approximately 40% for providing de-identified information to researchers [133, 134]. Even after consenting, patients are relatively uninformed about the safeguards and risks to sharing their health information [135]. A more detailed and careful explanation of these procedures and the potential impact of the research may result in an increased consent rate. Any national
patient database is likely to face pushback from a public already concerned about invasions of privacy by corporations and the government, therefore we suspect consent rates would be lower than what we have experienced. Additionally, the rate of consent is likely to decline, in part, due to media coverage of previous unethical practices in research. A prime example is the novel, The Immortal Life of Henrietta Lacks, published in 2010 by Rebecca Skloot, that recounts how, due to lack of proper regulation in 1951, Ms. Lacks cells were immortalized without her consent and were used widely for important advances in medical research[136]. We expect that patients and regulators sensitive to the concept of information about their care being stored indefinitely for research use may not consent on the basis of this and other salient examples.

The key regulatory challenge to the creation of such large databases, however, is the complex multicenter IRB approval process. The most important concern that current IRBs have expressed is whether the data stream includes adequate de-identification of all records before they are released for research use, as illustrated in Figure 6.3. This would likely require each contributing institution to develop a reliable and consistent method of de-identifying all records. For written records, this includes removing all protected patient information (PPI), as defined by HIPAA regulations and the Helsinki Declaration [137, 138]. In order to do this effectively, numerous safeguards must be put in place. For example, if a nation-wide database is updated in real time malicious individuals could potentially re-identify individual patients by their treatment location, date and basic information as to what care they received. One solution to minimize these risks, suggested by Malin et al., is to granulize dates and treatment locations to ensure that the potential re-identification rate of patients remains well below 0.20%[135]. This granulation may also allow for inclusion of patients older than 89 years, the maximum reportable age under HIPAA regulations [137]. Although specific dates and locations are important, especially to the Center for Disease Control (CDC),
simply generalizing days to months and towns to counties is required to maintain patient privacy. When dealing with more complex records as in neuroimaging, all centers would be required to be proactive in using the most up to date software for de-identification including, but not limited to, the removal of the bone and skin structure of the face that can be used to recreate an image of the patients face and thereby identify the patient. Automated software to do these complex steps has already been made publically available by the Laboratory of Neuroimaging (LONI) at UCLA [139]. Due to the unprecedented quality and applicability of these large databases, we are confident that responsible researchers will work to identify and address these regulatory hurdles.

Lastly, the computational burden of utilizing such large databases is not trivial. The question is not if mining this database is possible: it is when. Moors law has accurately predicted the biennial doubling of computer processing power [140] and, though this rate is showing signs of slowing, growth still is exponential [141]. Current ML methods have been effectively applied to the ADNI database of 800 patients [3, 142, 143] and as well as the GPRD of almost 12 million patients from the UK [129]. This suggests that if adequate computational technology does not already exist to effectively mine US-based EHR databases, it will be available soon.

3.6 Current Applications and Benefits of CAD

The application of CAD to patient data is not a novel idea. Numerous CAD tools have been demonstrated to be extremely useful to clinical medicine but few have been approved for routine clinical use [144, 145, 146, 147, 148, 149, 150, 151, 152, 153, 154, 155, 62, 156, 157, 158]. In general, these tools attempt to predict the outcome of more expensive or practically infeasible gold standard diagnostic assessments. Humans are capable of weighing at most 30 factors at once
Figure 3.3: The creation and utilization of EHR databases is complex; however, each of the steps in the data and implementation system are well defined. We expect that responsible researchers will be capable of tackling each of these steps to create unparalleled databases and develop high quality, clinically applicable CAD tools.
using only semi-quantitative modeling [159]. The key exception to this is visual processing in which the visual heuristic reliably removes noise from images to readily detect the underlying patterns [160]. This exquisite pattern detection, however, is limited by our inability to detect relationships separated widely in space or time or whose patterns evolve out of changes in randomness. Further, human performance is highly variable due to the effects of expertise, fatigue and simply human variation [161]. Computational analysis, on the other hand, can integrate complex, objective modeling of thousands to millions of factors to reliably predict the outcome of interest [162]. During validation, the performance of a CAD tool is described in detail to understand its strengths and weaknesses. Unlike manual analysis, given a similar population of test samples, a CAD tool can be expected to perform exactly as it did during validation. In some cases, the constantly updating algorithms inherent in human decision-making may result in deviation from the previously studied ideal. It is not certain that this deviation always results in improved sensitivity and specificity. The cost of expert analysis of clinical information also is increasing continually. Effective implementation of automated screening tools has the potential to not only increase the predictive value of clinical information but also to decrease the amount of time a provider needs to spend analyzing records. This allows them to review more records per day and thereby reduce the cost per patient so that the effective public health impact of each provider is increased [163]. This will complement the numerous potential benefits quoted above. Here we review the success of implemented CAD tools and highly promising new tools that have demonstrated the potential for wider application. In particular, CAD tools have been applied to aid in the diagnosis of three extremely prevalent maladies in the US: heart disease, lung cancer and Alzheimer's disease (AD).

The most widely recognized CAD tool in clinical medicine is built into electrocardiogram (EKG) currently available software and reads EKG records and
reports any detected abnormalities. These algorithms are responsible for the life-sparing decisions made daily by automated electronic defibrillators (AEDs). The diagnosis of more complex cardiac abnormalities is an extremely active area of research [144, 164, 145, 147, 148, 165, 150, 151, 152, 153, 166, 155, 157, 158]. In one recent example, a CAD tool differentiated between normal beats, left and right bundle block (LBBB and RBBB), and atrial and ventricular premature contraction (AVP, PVC) with over 89% accuracy, sensitivity, specificity and positive predictive value [158]. This and other automated algorithms detect subtle changes in the shape of each beat and variations in the spectral decomposition of each beat over an entire EKG recording that often includes thousands of beats. As a result of this accuracy, conventional EKG readouts in both hospitals and clinics frequently include the results of this entirely automated analysis. When taught to read EKGs, providers are instructed that the automated algorithm is largely correct but to better understand the complex features of the waveforms, providers must double check the algorithm using their knowledge of the clinical context. This CAD tool was the first to be widely applied because, in part, EKG analysis is simplified by the presence of the characteristically large amplitude QRS wave that can be used to align each beat. Other modalities do not necessarily have features that are as amenable to modeling.

One example of overcoming this lack of clear features is the semi-automated analysis of thoracic x-ray computed tomography (CT) images to detect malignant lung cancer nodules. This tool segments the CT into bone, soft tissue and lung tissue then detects nodules that are unexpectedly radiolucent and assesses the volume of the solid component of non-calcified nodules [156]. This method effectively detected 96% of all cancerous nodules with a sensitivity of 95.9% and a specificity of 80.2% [156]. Even though this tool is not part of routine care, Wang et al. demonstrated that when radiologists interpret the CTs after the CAD tool they do not significantly increase the amount of cancer nodules detected [156].
fact, they only increase the number of false positive nodules, indicating that the CAD tool is operating on meaningful features of the nodules that are not reliably observable even by trained radiologists. This suggests that in some cases, computer aided diagnostics can reduce the number of images that radiologists have to read individually while maintaining the same high quality of patient care.

The success of CAD tools in Alzheimer’s disease (AD) shows exactly how automated tools can utilize features not observable by trained radiologists by reliably discriminating AD from normal aging and other dementias. Because of its unique neuropathology, AD requires focused treatment that has not been proven to be effective for other dementias [167]. The gold standard diagnostic tool for AD is cerebral biopsy or autopsy sample staining of amyloid plaques and neurofibrillary tangles [167]. The clear drawback of autopsy samples is that they cannot be used to guide treatment and cerebral biopsy is extremely invasive. An alternative diagnostic is critical for reliably distinguishing between the two classes of patients at a stage that treatment is effective. In 2008, Kloppel et al. demonstrated how a support vector machine (SVM)-based CAD tool performed similarly to six trained radiologists when comparing AD to normal aging and fronto-temporal lobar dementia (FTLD) using structural magnetic resonance imaging (MRI) alone [168]. Numerous other applications of ML on other datasets all have achieved similar accuracies ranging from 85 to 95% [142, 169, 170, 143]. All of these tools do not require expertise to read; therefore they can be applied both at large research institutions and in smaller settings as long as the requisite technology is available. These tools, with appropriate validation using large databases, could indicate which patients would benefit most from targeted treatment and therefore substantially reduce morbidity.

These cases are exemplary; however, many other attempts to develop CAD tools have had more limited success. In particular, the automated analysis of physicians notes has proven particularly difficult. In a publication in 2011 using
a total of 826 notes, the best precision and recall in the test set were 89% and 82%, respectively [171]. These values are extremely encouraging when considering a similar study in 2008 that attempted to measure the health related quality of life in 669 notes and achieved only 76% and 78% positive and negative agreement between the automated algorithm and the gold standard [172]. When viewing these accuracies in terms of the potential of applying these tools to patients, these accuracies are far from adequate. Physicians can quickly scan these notes and immediately understand the findings within them and therefore these CAD tools would not improve upon the standard of care if used to summarize the note. Nevertheless, note summaries are useful in an academic setting. It is possible that these tools can be used to interpret thousands of notes quickly and without using any physician time. Even though more than 10 percent of the interpretations are inaccurate, the findings of the CAD tool could be used in a research setting to estimate the risk of other outcomes in these patients including their risk for cardiovascular disease and even death.

3.7 Benefits and Challenges of Databases in the Development of CAD Tools

The establishment of databases that are made possible by the EHR mandate has enormous potential for the development of CAD tools. A telling quotation from Rob Kass, an expert in Bayesian statistics, reads: “the accumulation of data makes open minded observers converge on the truth and come to agreement” [173]. In this setting, the accumulation of a gigantic body of clinical data in the form of EHR databases will be invaluable for the description of numerous clinical syndromes and disease. If these databases are unbiased, high quality samples of patients from the general population, there will be no better dataset with which to apply bioinformatics methods to understand the epidemiology, co-morbidities,
clinical presentation and numerous other features of most syndromes and diseases. In addition to quantifying what is known already, these large databases can facilitate the development of new hypotheses regarding neurobiological and genetic underpinnings of these conditions through machine learning approaches. One of the constant factors that limit many clinical and research studies is the steep cost of obtaining high quality data that can be used to develop and test continually updated hypotheses. EHR databases would drastically reduce this cost and thereby allow more funds to be dedicated to the development of models that better elucidate the biology underlying each condition.

In addition to facilitating more applicable and statistically powerful modeling, increased sample size also results in increased machine learning performance. In theory, as sample size increases, the amount of detected signal grows, resulting in an accuracy that is a sigmoid function of sample size. Each feature would therefore have a maximum discriminatory yield that can only be achieved with sufficiently large training sample size. Using the ADNI database, Cho et al. confirmed this theoretical result by demonstrating that the accuracy of all tested discriminations increased monotonically with the number of training subjects. Therefore, in order to develop the most accurate and therefore applicable CAD tool, one must train it on as large a representative sample size as can be obtained. As noted by van Ginneken et al. [62], if one CAD tool is already FDA approved, securing adequate funding to prove a new tool performs better is a major hurdle. Large EHR databases would lower this barrier and foster innovation that will benefit patient care. If even ten percent of US patients consented to the addition of their records to databases, millions of cases would be available. It is important to note, however, that the accuracy of a tool developed on an infinite sample is not 100 percent. Instead, it is limited by the ability of the model to understand trends in the data and the discriminatory power of the features used in the model. This discriminatory power, and thereby CAD tool performance, is based on a few key
assumptions about the databases.

The most important assumption is that the gold standard reported in the database is definitive. At best, supervised machine learning can only recreate the performance of the gold standard. If, for example, clinicians consistently misdiagnose bipolar disorder as depression, then any database would confuse the two disorders and replicate this misdiagnosis. Thereby, any CAD tool can only be as good as the experts used to train it. This suggests than when training CAD tools, the developers should limit the training and validation sets to clear examples of each condition to minimize but not eliminate this bias. This limitation also leaves space for research groups to develop improved gold standards or clinical procedures that could outperform the CAD tool. Thereby, we expect that CAD tools cannot replace the great tradition of continual improvement of clinical medicine through research or the advice of the national and international experts that study and treat specific conditions.

Another key assumption is that the training sample is an unbiased representation of the population in which the CAD tool will be applied. Correction of this bias is critically important because a supervised CAD tool is only as applicable as its training and validation set is unbiased. We expect that these databases will endow modern statistical methods the power needed to identify, quantify and control for possible sources of bias that have not been appreciated in smaller databases[176]. In many clinical research protocols, it is common practice to ignore this assumption because the practical cost of obtaining a truly unbiased sample is prohibitive. For example, it is often the case that patients recruited at large academic medical centers have more severe disease than other centers. This assumption of an unbiased sample is justified because, in most cases, there is little evidence that the pathophysiology underlying disease in research subjects or patients with severe disease differs from the full population. Because of their size, EHR based databases would be expected to include patients that would not
ordinarily be recruited into research studies. Research based on these databases would then be more representative of the affected population than current research methods.

Current experimental design methods produce high quality clinical information that minimizes noise in the sampled data. As the number of patients increases, so does the number of independent health care providers and institutions that collect data associated with each patient. This in turn substantially increases the number of possible sources of uninformative noise that must be adequately controlled. Controlling for some of these sources of noise is simply a statistical exercise but others require more complex biostatistical modeling. One particularly egregious source of noise is if providers at particular institutions do not write clinical notes that fully represent the patients symptoms and the providers findings. No matter how effective CAD tools become, providers will always need to speak to patients, ask the right questions and provide consistent, high quality care. Patients are not trained, unbiased observers. Patients frequently omit pertinent details regarding their complaints unless they trust the provider and the provider asks the right question in the right way. On the scale of the entire database, detecting low quality or biased information is difficult because it requires testing if the data from each institution varies significantly from the trends seen in the rest of the dataset. These differences, however, could reflect unique characteristics of the patient population being treated at that institution. The development of reliable techniques to identify and control for these sources of noise will be critical to the effective mining of the EHR databases.

3.8 The Future of Medical Diagnostics

The key hurdle to deploying CAD tools in academic and clinical medicine is the efficient implementation of these tools into software already utilized by clinicians.
As stated by van Ginneken et al., the requirements of a CAD are that it has sufficient performance, no increase in physician time, seamless workflow integration, regulatory approval and cost efficiency [62]. We have already discussed how the sheer size of the EHR database will substantially improve the performance and applicability of CAD tools. The improvements that were the basis for the ARRA EHR mandate which we believe will be implemented using computer-aided diagnostics provide clear evidence for the issue of cost effectiveness. Each of the improvements from the reduction of duplicative or inappropriate care to the increase in early detection, will decrease the cost of health care nationwide [125][125][125]. Given these benefits and improved performance, it would only be a matter of time before these tools would be given regulatory approval. The only facet of CAD implementation left would be efficient implementation that does not increase physician time. This is a content strategy problem.

Before seeing a patient, many providers scan the patient note for information such as the primary complaint given to the intake nurse, if available, and the patient’s history. A CAD tool could provide a formatted summary of such notes, making it more accessible. Reviewing other test data is also routine. A CAD tool that pre-reads radiological images could simply display the predicted result as part of the image header. Radiologists could then see and interpret the results of the CAD tool as well as confirm these results and provide additional details in their subsequent clinical note. Outputs similar to these could be provided at the top or bottom of reports for EEGs, metabolic panels and other medical procedures. Regardless, physicians should have access to the raw data so that they can delve deeper if they desire more detailed information [62].

During a patient visit, the CAD tool could help remind the physician of key issues to cover that are related to previous clinical notes to address patterns that the computer notices but the physician may have overlooked. The Agile Diagnosis software is already exploring how best to design this type of tool [177].
After the visit, the tool could then operate on the aggregate information from this patient and provide recommendations and warnings about medications and treatments. The inclusion of citations that verify the evidence-based efficacy of the recommended medications and warnings is simple and requires very little space and processing power though frequent updating may be necessary.

Although, the CAD reminders would likely be ignored by experienced providers, their constant presence could serve as a quality assurance measure. As discussed by Dr. Brian Goldman, M.D., at his TED talk, all providers make mistakes[178]. These CAD based reminders have the potential to improve upon the rate at which these mistakes are made and important details are missed. The most impactful benefits of CAD, however, are not in improving the care given by experienced providers that rarely make mistakes or miss details. Instead, these CAD tools will help inexperienced providers, those with limited medical training or special expertise or experienced practitioners who lack current expertise to provide basic health care information to underserved populations. In this way, the development of CAD tools could reduce the magnitude of health disparities both inside the US and worldwide.

3.9 Conclusions and Outlook

The EHR mandate will likely have widespread beneficial impacts on health care. In particular, we expect that the creation of large scale digitized databases of multimodal patient information is imminent. Based on previous actions of the NIH, we expect it to substantially support the development of these databases that will be unprecedented in both their size and quality. Such databases will be mined using principled bioinformatics methods that have already been actively developed on a smaller scale. In addition to other potential impacts, these databases will substantially speed up the development of quality, applicable CAD tools by
providing an unprecedented amount of high quality data at low cost upon which models can be built. We believe that these tools will be responsible for many of the improvements quoted in the motivation for passing ARRA including the reduction of medical errors, inefficiency, inappropriate care and duplicative care while improving coordination, early detection, disease prevention, disease management and, most importantly, outcomes [125].

The development of widespread CAD tools validated on large representative databases has the potential to change the face of diagnostic medicine. There are already numerous examples of CAD tools that have the potential to be readily applied to extremely prevalent, high profile maladies. The major limiting factor is the validation of these methods on large databases that showcase their full potential. The development, validation and implementation of these tools, however, will not occur overnight. Important regulatory, computational and scientific advances must be achieved to ensure patient privacy and the efficacy of these automated methods. The problem of mining large databases also introduces numerous statistical problems that must be carefully understood and controlled.

The goal of these methods is not to replace providers but to assist them in delivering consistent, high quality care. We must continue to respect the science and art of clinical medicine. Providers will always be needed to interact with patients, collect trained observations and interpret the underlying context of symptoms and findings. In addition, providers will have the unique ability to understand the applicability of computer-aided diagnostics to each patient. Thereby, we believe that bioinformatics and machine learning will likely support high quality providers in their pursuit of continual improvements in the efficiency, consistency and efficacy of patient care.
CHAPTER 4

The utility of data-driven feature selection: Re: Chu et al. 2012
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This is a comment on the following publication:[3]


4.1 Abstract

The recent Chu et al. [3] manuscript discusses two key findings regarding feature selection (FS): (1) data driven FS was no better than using whole brain voxel data
and (2) a priori biological knowledge was effective to guide FS. Use of FS is highly relevant in neuroimaging-based machine learning, as the number of attributes can greatly exceed the number of exemplars. We strongly endorse their demonstration of both of these findings, and we provide additional important practical and theoretical arguments as to why, in their case, the data-driven FS methods they implemented did not result in improved accuracy. Further, we emphasize that the data-driven FS methods they tested performed approximately as well as the all-voxel case. We discuss why a sparse model may be favored over a complex one with similar performance. We caution readers that the findings in the Chu et al., report should not be generalized to all data-driven FS methods.

4.2 Comment

Recently, Chu et al. [3] assessed how feature selection (FS) affected classification accuracy on a series of two class problems using grey matter voxels features. FS techniques are categorized typically as filter based, embedded, or wrapper based methods [179]. Within the neuroimaging community, data-driven FS (DD-FS) methods have been used commonly because they are generally effective: univariate t-test filtering (e.g. [180, 181]) and wrapper-based SVM recursive feature elimination (RFE) approaches (established in [110]; effective in [182, 183, 184]).

Chu et al. [3] presented a principled analysis that compared the performance of these two DD-FS approaches with voxelized features from a region of interest (ROI) based on a biological hypothesis, t-test in combination within an ROI constraint, and in absence of any first stage FS. Their analysis revealed that the DD-FS methods tested were unable to outperform simply using all ∼300,000 voxel features for discrimination, similar to results published by [?] who tested a series of FS methods. While Chu et al.[3] clearly discusses that these results are data specific, their findings nonetheless highlight the essential importance for further
analysis of FS methods in neuroimaging applications where the data is both noisy and vast. We emphasize that their findings that DD-FS did not improve accuracies should be limited to a certain class of FS methods, for a limited set of parameter choices and kernels. The sensitivity of SVM accuracy to DD-FS methods with respect to changing kernels was discussed by [185], so we focus on the specific DD-FS methods implemented by Chu et al.[3]. We caution readers that their results should not be generalized to other DD-FS methods.

We first discuss the two DD-FS methods that were tested, and point out certain theoretical constraints that are common across both techniques. These limitations are well established in the machine learning (ML) literature, and have been discussed by the primary author of the fundamental RFE manuscript [109]. Both t-test filtering and RFE favor selection of features that maximize accuracy individually, assuming that these will provide the highest discrimination accuracy when used in aggregate [110]. Consider however, examples where multiple features provide largely redundant, yet highly diagnostic, information (i.e., spatially adjacent neuroimaging voxels), while other features with lower margins and t statistics hold unique information [186]. Within this framework, the redundant features will be retained, while the features that provide unique information that could improve performance will be discarded. Both of these factors contribute to a decrease in classification accuracy, rather than an increase, as discussed for neuroimaging data by [187, ?, 188].

Further, features that are not themselves diagnostic, but which control for nuisance factors (e.g. age-associated atrophy [26]) are expected to have extremely low univariate $|t|$ values and reduced margins. To determine the utility of each feature in RFE, the multivariate separability vector, $w$, is projected onto each feature-dimension to get a univariate margin, $w_j$. In RFE, features with the smallest univariate margin, $\|w_j\|$, are excluded iteratively until the desired number of features is achieved. We expect that the margin of nuisance-controlling factors
would be greater than noise but smaller than the margin of the diagnostic feature. In this case, the smallest margin and $|t|$ statistic features would be excluded before the diagnostic features by these DD-FS methods because the stopping criterion used by Chu et al.\cite{3} was the number of selected input features. The stopping criterion is defined by the criteria used to determine exactly how many features are included in the final model. If one had used the observed training or testing accuracy (as in backward or forward selection) or an arbitrary fixed criterion for $\|w_j\|$ or $|t|$ to determine the stopping criterion, we would expect that these nuisance features may be included in the final model learned using RFE, but not using $t$-statistic filtering.

In contrast, the least-squares ($\ell_2$) regularization in SVM, itself a multivariate DD-FS method, likely includes these nuisance factors: in regularization, features are selected based on the degree to which they maximize classification accuracy instead of reducing the number of input features using an indirect proxy for classification accuracy. The RFE model is mathematically equivalent to the $\ell_2$ SVM model in which the smallest SVM margins are set to be identically zero instead of their small estimated value. Similarly, $t$ statistics assumes that the margins of low $|t|$-statistic features should be zero. This assumption is identical to the sparsity assumption of an $\ell_1$ regularized SVM. However, $\ell_1$ SVMs only outperform $\ell_2$ SVMs when the underlying solution itself is sparse $\cite{189}$. By extension, we believe that RFE and $t$ statistic filtering will only outperform $\ell_2$ SVM if the best diagnostic model is sparse.

As shown by Chu et al.\cite{3}, RFE and $t$-statistics did not improve performance, suggesting that these assumptions of non-redundancy and sparsity may have been violated. These shortcomings suggest that, while $t$ statistics and RFE have practical value, they are not general panaceas.

The limited efficacy of RFE, or univariate $t$ statistics, does not predict that alternate unsupervised DD-FS algorithms will, or will not, outperform regular-
ization. Independent and Principal Component Analysis (ICA and PCA), for example, can both in effect project multiple linearly correlated, or redundant, features onto reduced number of features [103, 100, ?, 190]. In contrast to RFE and \( t \)-statistics, these methods that combine highly correlated and, frequently, spatially continuous voxels into regional features improve generalization substantially (e.g. [191, 192, 193, 194, 195]). Both ICA and PCA can control for the variation in highly diagnostic independent or principle components due to nuisance factors. Other DD-FS methods such as information criteria [5, 6], genetic algorithms [196], and Markov Chain Monte Carlo methods [197] select a single representative of each set of redundant diagnostic features. This perspective on DD-FS does not modify the original input features; instead it aims to more efficiently select the minimum subset of non-redundant features that maximizes performance. Numerous other DD-FS approaches employ clever algorithms that overcome some of the limitations of RFE and \( t \) statistics (i.e [198, 199, 200, 201, 202, 203, 204, ?, 205]); for review see [206]. Therefore, we emphasize again that the findings for RFE and \( t \) statistics should not be generalized to all DD-FS methods.

As a second practical point, we consider the conclusion that DD-FS performed worse than the feature selection inherent to SVM. We direct attention to figure 9F of the original manuscript, which shows how accuracy changes with decreasing values of the SVM regularization parameter, \( C \), as a function of the DD-FS method employed for the largest sample size. We remind the reader of the original soft margin SVM formulation presented famously by [96] that presents the Lagrange functional for the two-class problem as:

\[
L(w, b, R, \xi) = \frac{1}{2} \|w\|^2 - \sum_{i=1}^{n} \alpha_i [y_i(x_i \cdot w + b) - 1 + \xi_i] - \sum_{i=1}^{n} r_i \xi_i + C \sum_{i=1}^{n} \xi_i \tag{4.1}
\]

where \( n \), \( i \), \( w \), \( b \), \( Y \), \( X \), \( \alpha \), \( r \), and \( \xi \) are the total number of exemplars, exemplar index, margin, intercept, output class vector, input data matrix, support vector
Lagrange parameter, soft margin Lagrange parameter and soft margin misclassification penalty, respectively. The linear decision function in the feature space takes the form:

$$I(z) = \text{sign} \left( \sum_{\text{Support Vectors}} \alpha_i x_i \cdot z + b \right)$$  \hspace{1cm} (4.2)$$

Where $z$ is the hyperplane perpendicular to $w$. If $\alpha_i = 0$, then the corresponding sample was classified correctly and are irrelevant to the final solution. If $\alpha_i = C$, then the sample was misclassified, and if $0 < \alpha_i < C$, then the sample is located on the margin. If $\alpha_i > 0$, the sample is called a support vector. When solving for very large values of $C$, the problem tends towards the hard margin solution that can be solved using quadratic programming. With smaller $C$, the soft margin functional can be optimized through its dual formulation with quadratic programming.

Within their analysis, Chu et al.[3] assessed their accuracy with several parameter choices of $C$ without cross-validation. The global optimum accuracy was obtained in absence of FS. However, we would like to emphasize that even for the optimum $C$ case (indicated by $C^*$), the performance of the other FS algorithms were all within the 95% confidence interval of the no FS (Figure 4.1). For moderate to small choices of $C$, FS methods systematically outperformed no FS, and were overall less sensitive and more robust to the choice of $C$. As discussed by Chu et al.[3], the selection of this $C$ is computationally intense therefore it is frequently simply selected a priori.

While we agree that DD-FS does not always improve classification accuracy, it can help elucidate the pathology or physiology of the system under study, and can reduce the sensitivity of performance to tuning parameters when applied to the data in a principled manner. Overall, a parsimonious model made possible by DD-FS allows models to be more transparent, and thereby more useful for neuroscientific interpretation [?]. This sparsity can be implemented through separate FS methods, or within the SVM itself. While $\ell_2$ regularization already applies a
Figure 4.1: A reproduction of Chu et al.'s [3] figure 9F where the added shading indicates the 95% confidence interval for the no feature selection accuracy using the normal approximation of the binomial distribution. Accuracy using all voxelized features was no significantly higher than data-driven feature selection accuracy at the optimum $C, C^*$. At multiple non-optimum $C$ values, the accuracy using data-driven feature selection was significantly higher than using all voxelized features.
degree of sparsity [96], \(\ell_0\) regularization imposes a stricter penalty and has been used to interpret dynamic causal modeling features [207].

In the ML literature, it is common to evaluate methods primarily, or solely, on their classification accuracy. For typical cases, this is entirely appropriate: the goal is to classify, and not to explain. In investigative research, however, the needs are broader and more nuanced. In our own work, we use ML to aid in our understanding of brain function and dysfunction. We have shown previously that in some cases high classification accuracy can be obtained either from nuisance factors [208], or from factors in the data, such as demographics, unrelated to neuroimaging [209]. While these have the potential to generate clinically meaningful accuracies, they provide limited neurophysiological insight. If, on the other hand, the feature space is selected to project onto well defined, neurally-oriented subspaces, it is possible to jointly achieve excellent accuracy and explanatory power to aid in neuroscientific discovery. For example, independent components identified from functional MRI data frequently identify the default mode network [210] and have been used for classification [193] as well as the generation of meaningful feature dictionaries [208, 211]. Although these dictionary elements would vary across subjects and scans, we and others have shown that they are consistent enough to have an identifiable manifestation, an assumption underlying group-ICA methods [212, 213]. Therefore, these methods accomplish the tasks of feature ‘identification’ and ‘selection’ simultaneously.

The goal of feature selection is to minimize the number of estimated parameters in the final machine-learning model to improve performance and generalizability. The concept of balancing the empirical performance of the model to the data with the number of estimated parameters is well established in conventional statistics. For generalized linear models, the pervasive \(F\) test explicitly divides the explained variance of a model by the number of estimated parameters in the model to calculate the mean squared error. Additionally, the reference \(F\) distribution for
determining significance is wider for models with more estimated parameters. Similarly, the Akaike and Bayesian information criteria (AIC and BIC) explicitly penalize the observed log likelihood of models using a function of the number of estimated parameters. While these criteria cannot formally be applied directly to cross-validation accuracy, our perspective is that the concept behind these criteria is applicable to machine learning models. Based on that idea, machine-learning models that achieve similar accuracy by operating on a selected set of features are preferred in investigative research over machine-learning models that are saturated with input features. We recognize that, unlike the likelihood or explained variance, cross-validation accuracies do not monotonically increase with the number of estimated parameters. We believe that DD-FS methods, in some situations, can be used effectively to accomplish this dual goal of model simplicity and high empirical cross-validation accuracy.

Despite the shortcomings of the methods tested mentioned herein, we also find it interesting that removal of a vast number of potentially irrelevant features with FS did not offer improvement, despite the theoretical caveats we detail above. It is possible that this lack of improvement is informative in and of itself. We suggest that pre/post FS accuracy should be reported more often, as these results may be helpful in conceptualizing how feature interactions are related to information representation in neural systems.

Because of this improvement in interpretability, we emphasize that FS methods are valuable beyond improving classification accuracy; just as a picture is a thousand words, an interpretable model is oftentimes immensely more valuable than a marginally superior yet uninformative classification tool.
CHAPTER 5

Balancing Clinical and Pathologic Relevance in the Machine Learning Diagnosis of Epilepsy
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5.1 Abstract

The application of machine learning to epilepsy can be used both to develop clinically useful computer-aided diagnostic tools, and to reveal pathologically relevant insights into the disease. Such studies most frequently use neurologically normal
patients as the control group to maximize the pathologic insight yielded from the model. This practice yields potentially inflated accuracy because the groups are quite dissimilar. A few manuscripts, however, opt to mimic the clinical comparison of epilepsy to non-epileptic seizures, an approach we believe to be more clinically realistic. In this manuscript, we describe the relative merits of each control group. We demonstrate that in our clinical quality FDG-PET database the performance achieved was similar using each control group. Based on these results, we find that the choice of control group likely does not hinder the reported performance. We argue that clinically applicable computer-aided diagnostic tools for epilepsy must directly address the clinical challenge of distinguishing patients with epilepsy from those with non-epileptic seizures.

5.2 Introduction

Machine learning (ML) has proven clinically useful in many aspects of the diagnosis and pathologic characterization of epilepsy. For decades, seizure detection and prediction algorithms have been applied to scalp and intracranial electroencephalography (EEG) to characterize each patient's seizures [214, 215]. The seizure detection algorithms are integrated regularly into the clinical software for EEG review. More recently, ML has been applied to scalp EEG, intracranial EEG, structural and diffusion MRI and FDG-PET to diagnose epilepsy compared to both patients with non-epileptic seizures (PWN) and seizure-naive, neurologically normal patients (NNPs) [8, 7, 26, 28, 27, 216, 217]. These applications helped to provide meaningful pathological insight into the features of epilepsy. They likely also have the potential to become computer-aided diagnostic tools (CADTs) that can be applied readily in clinical medicine. The choice of which “control” group to compare patients with epilepsy (PWE) against is not uniform. In this manuscript, we provide evidence to suggest that that the optimal control group depends upon
whether an ML tool is intended to elucidate facets of the neurophysiology of epilepsy, or to estimate the reliability of the tool to diagnose patients in a clinical setting.

Non-epileptic seizures are primarily psychiatric events. In greater than 90% of cases, these seizure-like attacks are a symptom of conversion disorder in which patients psychological challenges present as physical symptoms [218, 219]. These attacks tend to mimic seizures that the patient has seen or heard about; they are therefore difficult to distinguish from epileptic seizures. The diagnosis of non-epileptic seizures is based on ruling out all organic causes for the attacks; therefore these patients are frequently exposed to antiepileptic medication and other neurologic interventions prior to definitive diagnosis. There are no neuropathologic changes that predispose these patients to have attacks and the electrophysiological mechanism for the attacks is dissimilar from the mechanism for epileptic seizures. Therefore, antiepileptic medication and other neurologic interventions will not control these attacks, though their side effect profile remains the same. Although a small minority of PWN also suffer from epileptic seizures, it is important to distinguish PWN from PWE so that they can receive the treatment appropriate to the underlying cause of their seizures.

The pathologic benefit of comparing NNPs to PWE is clear. Using our knowledge of normal physiology, this comparison has been used to describe how the complexity of EEG recording during seizure (ictus) is less than that of interictal EEG [?, 215]; how epileptic lesions are associated with focal cortical atrophy and hyperintensity on MRI [58]; and how focal interictal hypometabolism in FDG-PET can indicate the seizure onset zone [22]. These differences are thought to be macro-scale features that confirm our understanding of epilepsy on a neural level.

The decreased complexity in EEG reflects hypersynchronized activity of neurons in the epileptic network, coupled with inhibited activity in the surrounding tissue [220]. Focal cortical atrophy and MRI signal hyperintensity are MRI-based
signs of increased cell death of inhibitory cells and the ensuing gliosis [221]. The cause for focal hypometabolism is defines less clearly, but it has been shown that neurons within the epileptic network have altered metabolic activity [222]. Cell death and gliosis also may play a role in interictal hypometabolism [222]. While these findings help us to understand the neuropathologic features of epilepsy, there are, unfortunately, important caveats to their interpretation.

Patients with seizures are exposed to environmental factors that may artificially increase physicians ability to discriminate NNPs from PWE. The mechanism of action of many antiepileptic drugs (AEDs) is to decrease the synchronicity and excitability of neural networks [220], thereby potentially increasing the baseline complexity of EEG so that the contrast with seizure activity is enhanced. Similarly, some AEDs have psychiatric side effects that appear similar to the psychiatric co-morbidities of PWN [223, 224]. In contrast with NNPs, PWN frequently are treated with these AEDs before their seizures are determined to be non-epileptic, therefore the use of PWN as a control group more accurately controls for the potential effect of AEDs.

Even though the diagnoses of non-epileptic seizures and epilepsy are distinct, many of their risk factors are shared. PWNs model their seizures after those they have seen or heard about before, therefore the relationship with family history is difficult to describe [225, 226]. Similarly, both PWN and PWE are associated with traumatic brain injury (TBI), albeit PWN are more associated with mild TBI [218, 225]. The presence of psychiatric comorbidities increases the suspicion for non-epileptic seizures, but epilepsy also has been shown to be associated with significant psychiatric challenges, potentially as a side effect of AEDs, or to the loss of independence and the stigma associated with the disease [227]. Therefore, in order to assess reliably if ML models can detect signs of the underlying pathology associated with epilepsy, it is useful to compare PWE to PWN.

Lastly, and potentially most importantly, the comparison to PWN mirrors the
clinical question at hand. Physicians only question if a patient has epilepsy if they present with seizure-like events. They do not, as suggested by the comparison with NNPs, consider epilepsy in all patients they encounter.

As a result of these concerns, we seek to study in our FDG-PET database which control group results in a more accurate diagnosis of lateralized temporal lobe epilepsy (TLE). This allows us to measure the potential effect of the confounding factors discussed above. We also inspect if there were detectable and/or interpretable differences between PWN and NNP.

5.3 Methods

5.3.1 Dataset

All of the 105 patients with seizures included in our analysis were admitted to the University of California, Los Angeles (UCLA) Seizure Disorder Centers video-EEG Epilepsy Monitoring Unit between 2005 and 2012. Each patients diagnosis was based on a consensus panel review of their clinical history, physical and neurological exam, neuropsychiatric testing, video-EEG, interictal FDG-PET, ictal FDG-PET, structural and diffusion MRI and/or CT scan. This multimodal assessment is the gold standard for epilepsy diagnosis, and for localization of the epileptic focus. The patients included in this analysis were chosen because they had an FDG-PET; had no history of penetrative neurotrauma, including neurosurgery; were determined by consensus diagnosis to have a single, lateralized epileptogenic focus and had no suspicion of mixed non-epileptic and epileptic seizure disorder. These patients were diagnosed with either left temporal lobe epilepsy (LTLE, n=39), right temporal lobe epilepsy (RTLE, n=34) or non-epileptic seizures (PWN, n=32). PET images were determined to be interictal by clinical findings and concurrent scalp EEG. Neurologically normal, seizure naive patients (NNP, n=30) were scanned for other reasons on the same clinical scan-
ners and were age matched to the PWN. Details of PET acquisition and feature extraction using NeuroQ (Syntermed, CA) are described in [7].

5.3.2 Machine Learning Details

The Multilayer Perceptron was implemented to discriminate between either PWN or NNP versus RTLE or LTLE with default parameters in Weka [228] using the protocol described in [7] where the clinical implications of the PWN versus TLE discrimination are discussed. The minimum redundancy-maximum relevancy (mRMR) toolbox for MATLAB [6, 5] was used to generate a ranked list of the 47 ROI metabolisms (features) based on the training set. We used a random field theory correction (RFTC) to correct for the bias in selecting the maximum cyclical leave-one-out cross validation (CL1OCV) accuracy after testing multiple numbers of ROIs that contributed to the model [7]. Weka [228] was used to implement CL1OCV of a cost-sensitive MLP that was weighted to maximize balanced accuracy, defined by the mean of sensitivity and specificity.

5.4 Results

5.4.1 Cross-Validation Accuracy Differences

Using either control group, we diagnosed lateralized TLE effectively with greater than 81% CL1OCV accuracy (RFTC z-test of proportions versus naive classifier, $z>5.8$, $p<10^{-8}$; Figure 5.1). There was no significant difference between the CL1OCV accuracies when NNP or PWN was used when diagnosing RTLE or LTLE (two sample z-test of proportions, $|z|<1.5$, $p>0.16$). We discriminated between PWN and NNP with 77% CL1OCV accuracy which was significantly better than chance (RFTC z-test of proportions versus naive classifier, $z=4.9$, $p<10^{-5}$).
Figure 5.1: CL1OCV accuracy of our computer-aided diagnostic tool using each control group. Error bars indicate standard error from the mean. Shading indicates performance of a naive classifier. PWN: Patients with non-epileptic seizures; NNP: Neurologically normal patients; L or R TLE: Left or Right Temporal Lobe Epilepsy.

5.4.2 Insight into Focality of the Epilepsies

Figure 5.2 illustrates the number of features that produced the random field theory corrected CL1OCV accuracy. Using the PWN as a control, the RTLE comparison required fewer ROIs than the LTLE comparison. Using the NNPs as a control, the same trend was seen, albeit with different mRMR feature rankings (Table 5.1).

5.5 Discussion

Even though there are substantial differences in the resting state neural metabolism of PWNs and NNPs, the choice of control group did not substantively affect our ability to diagnose PWEs, nor did it provide different pathologic insight into the difference between LTLE and RTLE. This suggests that comparing PWE to NNPs did not artificially increase our discriminative ability, contrary to our hypothesis. Our reliable discrimination between PWNs and NNPs, and the difference in feature rankings however, indicate that the multilayer perceptron may harness sepa-
Figure 5.2: Percent of the 47 ROIs that contributed to the best CL1OCV accuracy. Error bars indicate accuracies within the same significant random field theory cluster.

![Bar chart showing the percent of ROIs contributing to the best CL1OCV accuracy.](image)

Table 5.1: The mRMR Rank of the top 5 ROIs based on the full data. Note that these rankings utilize the full dataset and therefore do not necessarily coincide with any individual training set, each of which are missing data from just one patient. The preceding L and R refer to left and right respectively. The lower case i, l, a, p, s, and m stand for inferior, lateral, anterior, posterior, superior, and medial respectively. The other abbreviations are for temporal cortex (Temp), thalamus (Thal), associative visual cortex (Ass Vis), and Sensorimotor cortex (SM). The temporal, parietal and frontal ROIs are all cortical ROIs. Colors indicate repeat ROIs.

<table>
<thead>
<tr>
<th>ROI Rank</th>
<th>LTLE vs PWN</th>
<th>LTLE vs NNP</th>
<th>RTLE vs PWN</th>
<th>RTLE vs NNP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Midbrain</td>
<td>R Ass Vis</td>
<td>R ila Temp</td>
<td>R ila Temp</td>
</tr>
<tr>
<td>2</td>
<td>L ilp Temp</td>
<td>R pm Temp</td>
<td>L SM</td>
<td>R ilp Temp</td>
</tr>
<tr>
<td>3</td>
<td>R ilp Temp</td>
<td>L i Frontal</td>
<td>R ilp Temp</td>
<td>L Lentiform</td>
</tr>
<tr>
<td>4</td>
<td>L Ass Vis</td>
<td>R s Parietal</td>
<td>L sl Temp</td>
<td>L SM</td>
</tr>
<tr>
<td>5</td>
<td>L Broca’s</td>
<td>L SM</td>
<td>R Thal</td>
<td>R sl Temp</td>
</tr>
</tbody>
</table>
rate pathologic findings depending on the control group used. Interested readers are directed to [7] for an in depth description of this clinical and pathologic insight.

This suggests that there may be no control group that a priori will result in higher performance. The comparison to NNPs might describe better the combination of pathologic insults that results from, and/or causes, epilepsy. In our case, the lack of temporal ROIs in the top 5 rankings for LTLE suggests that the most salient pathologic consequences, and/or initiating factors, may lie outside the epileptogenic focus whereas the opposite may be true for RTLE. In contrast, the comparison to PWN demonstrates directly how the algorithm would perform in the clinic. In addition to utilizing the neurometabolic changes associated with epilepsy, this model may also harness the neurometabolic changes associated with PWN. Therefore, all of the observed differences cannot be attributed directly to epilepsy. As discussed above, depression was associated with hippocampal volume loss [229, 230]. Therefore, conversion disorder may also have characteristic FDG-PET findings.

These results reveal the challenge of developing a CADT to diagnose patients effectively. Just detecting epilepsy is not enough; we must also discriminate it reliably from disorders whose presentation is similar. The ideal CADT for epilepsy would effectively rule out transient ischemic attacks, confusion episodes, syncope, drug abuse and other disorders on the differential diagnosis for seizures (for full differential diagnosis see [231]). This presents a clear challenge: effectively recruiting and scanning enough patients with each of these disorders is prohibitively expensive in both time and money. Therefore, when planning experiments, we believe that one must choose the control group(s) that reflects the desired balance of clinical relevance to pathologic relevance.

There are a few limitations in the generalizability of these findings to the diagnosis of epilepsy and other disorders. In patients who present with their first seizure, the clinical question is not merely if the seizures are epileptic or non-
epileptic: the patient also needs to know if they are at risk for future seizures. This clinical comparison may be better served by the contrast between NNPs and PWE. In addition, PWN are more frequently misdiagnosed as frontal lobe or generalized epilepsy instead of TLE. Therefore, there are also some caveats to using PWN as the control group for TLE diagnosis.

The challenge of identifying the proper control group to train CADTs is not unique to epilepsy. For example, many CADTs for Alzheimer’s disease frequently are controlled both by NNPs and patients with mild cognitive impairment [169, 175]. Few studies, however, consider the full differential diagnosis for dementia, including Parkinson’s dementia, fronto-temporal lobe dementia, Lewy-body disease, and other dementias. Similarly, much work has been done in discriminating patients with schizophrenia from NNPs even though antipsychotic medication is associated with substantial neurologic changes [232].

We believe that there may be two divergent goals for machine learning in clinical populations: the pathologic description of disorders and the development of clinically applicable tools. Therefore, when describing the underlying pathophysiology of disease, the goal of machine learning is not necessarily to optimize classification accuracy. It is instead to pose a biologically plausible model that reflects trends seen in the data. This is related, but potentially separate, from the ultimate goal of using machine learning to maximize the clinical utility of computer-aided diagnostic tools. We argue here that to maximize clinical applicability, one must mimic the clinical question at hand by carefully selecting the control group.
CHAPTER 6

Poisson Noise Obscures Hypometabolic Lesions in PET

This chapter is a reproduction of our work published in the Yale Journal of Biology & Medicine. [233] This was a collaboration with Edward P Lau, who provided computation and editing support.

6.1 Abstract

The technology of fluoro-deoxyglucose positron emission tomography (PET) has drastically increased our ability to visualize the metabolic process of numerous neurological diseases. The relationship between the methodological noise sources inherent to PET technology and the resulting noise in the reconstructed image is complex. In this study, we use Monte Carlo simulations to examine the effect of Poisson noise in the PET signal on the noise in reconstructed space for two pervasive reconstruction algorithms: the historical filtered back-projection (FBP) and the more modern expectation maximization (EM). We confirm previous observations that the image reconstructed with the FBP biases all intensity values towards the mean, likely due to spatial spreading of high intensity voxels. However, we demonstrate that in both algorithms the variance from high intensity voxels spreads to low intensity voxels and obliterates their signal to noise ratio. This finding has profound impacts on the clinical interpretation of hypometabolic lesions. Our results suggest that PET is relatively insensitive when it comes to
detecting and quantifying changes in hypometabolic tissue. Further, the images reconstructed with EM visually match the original images more closely, but more detailed analysis reveals as much as 40% decrease in the signal to noise ratio for high intensity voxels relative to the FBP. This suggests that even though the apparent spatial resolution of EM outperforms FBP, the signal to noise ratio of the intensity of each voxel may be higher in the FBP. Therefore, EM may be most appropriate for manual visualization of pathology but FBP should be used when analyzing quantitative markers of the PET signal. This suggestion that different reconstruction algorithms should be used for quantification and visualization represents a major paradigm shift in the analysis and interpretation of PET images.

6.2 Introduction

Positron emission tomographic (PET) images play a major role in the treatment and management of a growing number of maladies. In most cases, the interpretation of these images relies on the detection of high intensity lesions by quantifying the relative distribution of a radioactively decaying tracer. This tracer is most commonly fluoro-deoxyglucose (FDG) which allows PET to quantify the relative glucose metabolism in tissues. Hypermetabolic lesions indicate the presence of inflammation, malignancy and/or major functional changes. The observation of these changes has been critical to the characterization and clinical management of central nervous system cancers, paraneoplastic syndrome, Huntingtons and, when scanned during ictus, epilepsy [22, 234]. In some cases, PET is used to guide resective curative neurosurgery [22, 235].

The detection of hypometabolic lesions is equally clinically relevant. PET has been effectively used to characterize Parkinsons disease, Alzheimers disease, interictal epilepsy, cortical dysplasia, tuberosclerosis, and even mood disorders. In these cases, the hypometabolic lesions indicate functional abnormalities or por-
tend the location of future atrophic lesions [236, 237, 238, 239, 240, 241, 242, 22, 235, 243, 234, 222]. In cortical dysplasia, tuberous sclerosis and central nervous system infections multiple structural abnormalities frequently exist but only a small subset of these lesions generates epileptic seizures. The co-localization these structural abnormalities visualized in MRI with hypometabolic lesions observed using PET can be effectively used to determine which of these structural abnormalities is generating the seizures [22]. When these co-localized lesions are resected, 86% of patients achieve favorable outcomes compared to 30-76% without co-localization [244, 245, 246].

PET, however, may be biased against the detection of these hypometabolic lesions. The technology of PET relies on the emission of positrons from radioactively decaying isotopes. The number of positrons that are emitted from each volumetric pixel, or voxel, is Poisson distributed. In a Poisson distribution, the variance of a sample is equal to its mean. Consequently, the variance of positron count increases as overall signal increases. Due to the fact that these images are reconstructed based on projections, this noise could potentially spread to nearby voxels [247, 248]. For hypermetabolic lesions, this would result in the lesion dominating the signal in the reconstructed images. Unfortunately, the same signal interaction can allow surrounding normal tissue to mask hypometabolic tissue.

This potential bias against the detection of hypometabolic lesions may seem to be an issue of resolution. Modern reconstruction techniques like ordered subset expectation maximization (OSEM) substantially increase the resolution of reconstructed images relative to the canonical filtered back-projection (FBP) [249, 250]. One of the major hurdles to resolution in FBP is the streaking caused by high intensity voxels. In X-ray computed tomographic (CT) imaging this streaking is regularly caused by bone artifacts. It is also present, albeit to a lesser degree, in PET [251, 252]. The OSEM algorithm substantially decreases the effect of these streaks and thereby increases image resolution [253, 254]. This improvement is
visually apparent even to the untrained observer and has resulted in the pervasive adoption of the OSEM algorithm for CT and PET reconstruction.

These improvements, however, only focus on decreasing the bias in signal intensity caused by surrounding tissues and ignore effects of noise. A simple theoretical proof illustrates that maximum variance of voxel intensity in image space provides an upper bound for the maximum reconstructed voxel intensity variance for FBP (see Supplementary Material) [249]. There is no analogous proof for the iterative EM algorithm, much less the OSEM algorithm. Therefore even though the OSEM algorithm decreases bias, it has the potential to increase variance and thereby decrease signal to noise ratio. This potential challenge has been largely ignored because, as humans, we are exquisitely capable of detecting changes in the mean but relatively weak at detecting changes in spread. The development of PET and CT reconstruction has focused on the generation of visually interpretable images; therefore previous literature has focused almost exclusively on trends of the mean. As more quantifiable markers of PET are developed, we believe that an in-depth treatment of the variance is critically important to achieving accurate and clinically relevant measurements.

In this paper, we use Monte Carlo simulations to characterize the statistical properties of the variance in both EM and FBP reconstructed images. We demonstrate that in both algorithms, the Poisson noise from hypermetabolic voxels obliterates the signal to noise ratio for hypometabolic lesions, resulting in a bias against the detection of hypometabolic lesions. The understanding of this effect has a profound impact on the interpretation of hypometabolic lesions on PET images.
6.3 Materials and Methods

In this Monte Carlo simulation, 10 million exemplars of reconstructed Poisson noise were measured from pixels with integer initial intensity from 1 to 100. Even though these are two dimensional (2D) images, the concepts are readily generalizable to three dimensions. Figure 6.1 illustrates one example of a noisy image and the two reconstructions with a common intensity scale. We ignore the effects of attenuation, randoms, scatter, deadtime, detector normalization, scan length, decay, interpolation and the specific reconstruction filter because their inclusion does not influence our conclusions. These factors either uniformly increase the variance of the reconstructed intensities or exaggerate the contribution of hypermetabolic voxels to the total variance of the image.

Figure 6.1: These circles illustrate examples in which each pixel intensity is initialized using a discrete uniform distribution with range of 1 to 100. An independent Poisson random variable with parameter equal to this intensity is then realized for each pixel. We then used the filtered back projection (FBP) and expectation maximization algorithm (EM) to reconstruct this circle based on its projection, as is done for PET images.

Images were sequentially realized until each intensity value had been reconstructed at least 100 thousand times. This took 2,614 realizations and approximately 7 cpu-days. Each simulation image was 80 voxels by 80 voxels with circle of radius 35 voxels centered on the 40th voxel in each dimension. This corre-
sponds roughly to PET images of an average human brain with \((2\, \text{mm})^3\) voxels. Each voxel within the circle was given an initial intensity from a discrete uniform distribution ranging from 1 to 100. All voxels outside the circle had intensity 0. Poisson noise with parameter equal to the initial intensity of each voxel was then added. Radon projections were used to simulate the actual data collected by sensors for integer angles from 0 to 179 degrees of this noisy image. By realizing many independent images in this way, edge effects and the effect of particular configurations were minimized.

The regular shape and voxel intensities were chosen to improve the interpretability of our results. This simplification resulted in a deeper understanding of the forces generating our results below. The results can be easily generalized to the interpretation of a diverse set of hypometabolic lesions on cranial PET. The diversity of lesion location and type is prohibitively large to address in a single publication.

Images were reconstructed from the simulated sensor data using the filtered back-projection (FBP) and expectation maximization (EM) algorithms. For the FBP reconstruction, the ramp filter and linear interpolation were used and the image was padded with zeros up to 126 voxels by 126 voxels. This reconstruction exactly mimics the canonical implementation of the algorithm. For the iterative EM reconstruction, the initial image had uniform intensity 1. The canonical full form formula was used for the updates of the EM. The A matrix was formed by calculating the explicit point spread function for all integer angles from 0 to 179 degrees (see Supplementary Information for algorithmic details). The pervasive OSEM algorithm is a subset of the EM algorithm that substantially decreases the computational load of reconstruction therefore all results shown for the EM algorithm generalize to OSEM.

Due to the high spatial frequency in the focus of the image, 300 iterations were used for each EM reconstruction. The image did not appear qualitatively
different after 20 iterations. The magnitude of variance was also observed to decrease asymptotically with iteration number (data not shown). The choice of 300 was made to maximize the potential for high spatial frequency noise that may better match the underlying data.

All simulations were conducted in MATLAB 7.14 (Mathworks) and all statistical analysis was conducted in R (see Supplemental Material). Signal to noise ratio was calculated as the ratio of original intensity to the standard deviation of the reconstructed intensity. This is equivalent to a hypothesized two fold change in original intensity.

6.4 Results

A detailed statistical analysis of the reconstructed images reveals important trends. Figure 6.2 illustrates the probability density of the reconstructed values with respect to their initial intensity. In this figure, all densities above 0.1 are rounded down to 0.1 to facilitate comparisons between the distributions. In the right panel the Poisson nature of the original image is evident: the spread increases linearly with respect to the original intensity. The probability densities of the reconstructed intensities are markedly different from that of the original image. For both algorithms, the variance is much more homogenous and more extreme values shrink towards the mean. In order to formalize these observations, we fit statistical models to these trends. All intervals below reflect 95% confidence intervals.

First, we address the observation that all intensities shrink back towards the mean, albeit less so for EM than FBP (Figure ??).This regression back to the mean appears to be linear for FBP reconstructed voxel intensities (FBP-RVI) and quadratic for EM reconstructed voxel intensities (EM-RVI). This quadratic trend results in fitting high intensity voxels more closely compared to low intensity
Figure 6.2: This figure illustrates the probability distribution of reconstructed voxel intensity for each of the reconstruction algorithms. For comparison, the right panel illustrates the original probability distribution before reconstruction.

Voxels. We fit statistical models to quantify and compare these trends across reconstruction algorithms. The FBP reconstructed voxel intensities (FBP-RVI) regressed back to this mean linearly with slope of -0.64 and intercept of 31 units (-0.0642 to -0.0634 and 31.56 to 31.63). The EM reconstructed voxel intensities (EM-RVI) regressed quadratically back to the mean with acceleration of 0.0018 units\(^{-1}\) (0.00176 to 0.00179). After controlling for this quadratic term, the EM-RVI had a 7 units smaller intercept and a slope of 0.038 closer to zero than the FBP-RVI (-7.44 to -7.37 and 0.037 to 0.040). The F statistic of this composite model was 3.7 million with 4 and 195 degrees of freedom, resulting in a model-wide p value of less than 10-16. There was no evidence that the residuals deviated from the assumption of independent identically distributed Gaussians. Even though the EM algorithm converges quadratically to the maximum likelihood solution [253, 254], calculating more iterations does not significantly change any of these fitted parameters.
Figure 6.3: This figure illustrates the magnitude of the reconstructed intensity bias of each of the algorithms. The line thickness represents the standard error for each point. This standard error is small due to the large sample size. The FBP is indicated by cyan and the EM is indicated by green.

The focus of this report is the signal to noise ratio of reconstructed voxels. Controlling for the biases addressed above, the signal to noise ratio to detect a hypothesized two fold change in intensity was substantially reduced for EM reconstructions compared to FBP reconstructions (Figure ??). The maximum signal to noise ratio for FBP-RVI was 60% larger that of the maximum for EM-RVI. For both algorithms, this original intensity dependent increase in the signal to noise ratio with respect to original intensity reflects similar trends in variance as seen in the bias. The FBP-RVI variance increases linearly with intercept of 73 units$^2$ and slope of 0.013 units (73.36 to 73.82 and 0.009 to 0.017). The EM-RVI variance increased quadratically with acceleration of 0.004 (0.0040 to 0.0044). After controlling for this quadratic term, the EM-RVI variance had a 13 units$^2$ smaller intercept and a 1 unit larger slope (-13.6 to -12.8 and 1.04 to 1.08). This means that the EM performs slightly better for extremely low intensity voxels but variance in EM-RVI and FBP-RVI also quickly increases as original intensity
increases. The F statistic of this composite model was 280,000 with 4 and 195 degrees of freedom, resulting in a model-wide p value of less than $10^{-16}$. There was no evidence that the residuals deviated from the assumption of independent identically distributed Gaussians.

Figure 6.4: This figure illustrates the magnitude of the signal to noise ratio of the reconstructed intensity each of the algorithms. Signal to noise ratio was calculated as the original intensity divided by the standard deviation of the biased reconstructed intensity. This corresponds to a hypothesized two-fold change in intensity. The line thickness represents the standard error for each point. This standard error is small due to the large sample size. The FBP is indicated by cyan, and the EM is indicated by green.

6.5 Discussion

These striking results have a profound impact on the interpretation of PET images using quantitative and visual measures. We demonstrated in our simulations that PET is insensitive to all but large scale changes in hypometabolic regions. Therefore, we caution against the interpretation of hypometabolic lesions when
reading PET images both visually and quantitatively. However, we confirm that EM improves the spatial resolution of reconstructed images by decreasing the bias introduced by nearby voxels when compared to the FBP but we also illustrate that this bias correction results in a substantial decrease in the signal to noise ratio. Consequentially, even though EM reconstructed images are more consistent with our knowledge of the underlying biological structures, this increased spatial resolution comes at the cost of decreased statistical power of quantitative measures of the signal.

When interpreting PET images, our results suggest that one should focus on regions that are normally hypermetabolic relative to the surrounding tissue and caution against interpretation of changes in hypometabolism. For example, this is particularly important when interpreting images from patients with tuberous sclerosis for identification of epileptic focus. The tubers that characterize this disease can be small and distributed throughout the brain. Lee & Salamon suggests that hypometabolic lesions corresponding with structural abnormalities are candidates for epileptic foci [22]. If a structural lesion is in a hypometabolic region, however, our results suggest that there is very little power to detect metabolic abnormalities. This has the potential to increase the false negative rate for foci detection and thereby lead to patients with multifocal epilepsy being diagnosed with focal epilepsy. This misclassification can lead to patients undergoing focal surgical treatment that fails to control their seizures [244, 245, 246].

However, this does not hinder the ability of PET to recognize changes in relatively hypermetabolic tissue. It is important when reading PET images for one to consider the expected metabolism in the region of interest. If the expected metabolism is high, then most observed changes are interpretable and clinically relevant. Conversely, if the expected metabolism is low, then one should recognize that only comparatively large changes in metabolism are interpretable.

These findings also provide further motivation for the development of focused
radioactive PET tracers to improve sensitivity [255]. Focused tracers target particular receptors or tissue types. For example, in Parkinsons disease, there is increased neural death in the substantia nigra, resulting in decreased metabolism [256]. As we have shown, the power to detect these subtle, highly localized hypometabolic lesions is limited with FDG-PET. Our results suggest that the radioactive serotonin analog, 18F-DOPA, that differentially localizes to the substantia nigra in normal tissue has increased signal to noise ratio [257]. If the relative localization of this tracer is reduced, this may provide early diagnostic or more detailed prognostic information for the patient [258]. From a research perspective, this early detection could result in the development of novel pharmaceutical intervention that could slow the progression of disease. This also suggests that PET experiments will have higher signal to noise ratios if they are designed such that they focus on changes in tissue that is the target of the tracer.

The implication of these findings is particularly salient for quantitative PET analysis that has the potential to capture more subtle or distributed trends in metabolism. Conventional analysis of PET segments the brain into focused regions of interest then averages the reconstructed metabolic rate across the entire region [259, 260]. Although it is tempting to suggest that this averaging improves the signal to noise ratio with respect to the factors we have modeled, this is, unfortunately, not the case. Instead, the linearity of the noise spreading suggests that the variance from hypermetabolic voxels spreads across the entire projection and is not corrected by reconstruction algorithms. This suggests that the noise across a local hypometabolic region is correlated. Because of this correlation, the average then estimates the value of the signal plus the noise instead of separating the two. Therefore, our results suggest that PET is systematically insensitive to the detection of changes in hypometabolic tissue even when averaged over lower resolution regions of interest.

Our guidance to bias against interpretation of changes in hypometabolic tissue,
however, is most generalizable to high resolution changes in metabolism. If these changes are widely distributed over tissue, then the number of hypermetabolic voxels that contribute to each projection decreases. Consequentially, the noise is dominated only by the voxel with highest metabolism within the larger region. This is especially relevant to current analysis of epileptic foci because, due to the low spatial resolution of surgical procedures, only large magnitude, low resolution changes are clinically meaningful.

The substantial decrease in signal to noise ratio caused by the EM reconstruction suggests that while it vastly outperforms the FBP in manual interpretability and spatial resolution, EM may be not be appropriate for quantitative analysis of the PET signal. Based on our results, studies based on EM reconstructed images need 2.5 more patients or images than studies based on FBP reconstructed images to achieve the same signal to noise ratio (see Supplementary Material). Computation time for both reconstructions is relatively inexpensive, therefore our results suggest that both methods should be employed. The EM reconstruction should be used for visual interpretation and the FBP reconstruction should be used for statistical inferences. This guidance, however, is balanced by the fact that FBP reconstructed images are more biased than EM reconstructed images. Using the mean squared error, which incorporates both bias and variance, the signal to noise ratio for the EM remains less than the FBP for the majority of voxel intensities.

One could naturally suggest acquiring multiple PET images from the same patient to better quantify the noise distribution, but this practice is limited by expense. Statistically, one can expect that collecting multiple samples will increase the signal to noise ratio by a multiplicative factor of the square root of the number of samples. For hypometabolic voxels, however, the signal to noise ratio is so low that hundreds PET images would be insufficient to reveal relatively large changes. Each PET, however, has substantial cost in physician, scanner and patient time and resources. Simply splitting each scanning session into smaller time windows
also does not solve the problem because the spatial resolution is a function of the total number of positrons observed [251, 252].

The knowledge that the noise in reconstructed space is likely heteroschedastic can be incorporated into statistical models of the signal in two theoretically equivalent ways. From a frequentist perspective, this can be done by relaxing the assumption that the residuals of the model are identically distributed. Instead, the variance of the residuals can be modeled as a linear or quadratic function of signal strength. By modeling this source of noise, therefore removing its contribution to the standard error of the model, we expect that the fit of the model would increase [261, 262, 263]. From a Bayesian perspective, one could introduce a prior that linearly or quadratically deweights the contribution of hypometabolic regions. This deweighting may also help ill posed models like those used in machine learning reduce their propensity to over fit the data by incorporating additional knowledge. As shown recently by Chu et al., this incorporation of additional biological and physical information may result in improved predictive performance.

These simulated results can be extended to address the signal to noise ratio in specific regions of interest. In particular, this approach of simulating the Poisson noise can be used to determine the sensitivity of FDG-PET to detect differences in numerous regions of interest in the brain. This could be used to give a more detailed explanation of the power of PET to describe high resolution metabolic changes. This could lead to an improved interpretability of smaller magnitude changes that indicate subtle phenomena. In particular, these subtle changes could be used in the aging population to predict which patients will progress to AD, as is currently being actively addressed using genotypic and MRI-based measures [264].
### 6.6 Supplementary Material

#### 6.6.1 Regressions of Trends in Reconstructed Voxel Intensity

All regressions were performed by directly comparing the results for the EM to the FBP by incorporating a logical indicator variable for the EM, $\delta_{EM}$, into the regressions. The full equation of the quadratic model fit is:

$$Y = \beta_{0,FBP} + \beta_{1,FBP}I + \delta_{EM} (\beta_{0,EM} + \beta_{1,EM}I + \beta_{2,EM}I^2) + \epsilon$$  \hspace{1cm} (6.1)

where the $\epsilon$ vector is the Gaussian stochastic error term, the I vector indicates original intensity, the Y vector reflects the bias or variance and the $\beta$ vector reflects the fitted non-linear parameters. The model was fit in this way because $\beta_{0,EM}$ and $\beta_{1,EM}$ reflect the change in the model attributable to the EM algorithm. The quadratic term was not included for the FBP because, when fit, its coefficient was not significantly different from zero ($p > 0.4$).

#### 6.6.2 Reconstruction Algorithms

The Radon projection, $m(t, \theta)$, for angles from 0 to 179 degrees of this noisy image was defined by the line integral over the line $l(t, \theta)$ for $t = x \cos \theta + y \sin \theta$ for the image, $I(x, y)$:

$$m(t, \theta) = \int_{l(t, \theta)} I(x, y) ds$$  \hspace{1cm} (6.2)

The filtered back projection (FBP) reconstruction calculates the reconstructed image, $J(x, y)$, based on the convolution, $*$, of the projection with the ramp filter, $g(t)$, using the formula below. In this case, $\Delta \theta$ is 1 because the angles of projections are in integer steps.

$$J(x, y) = \sum_{\theta=0}^{179} m(t, \theta) * g(t) \Delta \theta$$  \hspace{1cm} (6.3)

In the EM reconstruction, the initial reconstructed image had uniform intensity 1. The following formula was used for the iterative updates of the EM, where
the A matrix was calculated as the point spread functions of individual voxels of intensity 1 in each position of the image. The superscript indicates the iteration index. The sums with two indices indicate double sums.

\[ J(x, y)^{(n+1)} = J(x, y)^{(n)} \sum_{t, \theta} \left( \frac{m(t, \theta) A(x, y, t, \theta)}{\sum_{x, y} A(x, y, t, \theta) J(x, y)^{(n)}} \right) \sum_{t, \theta} A(x, y, t, \theta) \] (6.4)

### 6.6.3 Variance Proof for the Filtered Back-Projection

In order to derive the relation between the noise in the image space and the reconstructed noise, we use slightly different notation than we used above for the FBP. Let \( \Delta t, \Delta \theta \) and \( N_\theta \) denote the step size in pixels and angles and the number of angles sampled, respectively. Define the projection as \( m_{ij} = m(t = i \Delta t, \theta = j \Delta \theta) \) such that \( t = x \cos j \Delta \theta + y \sin j \Delta \theta \). Further, let \( \sigma_{\text{max}}^2 \geq \text{Var}[m(t, \theta)] \) for all \( t \) and \( \theta \). The discrete FBP is then:

\[ J(x, y) = \sum_{i,j} m_{ij} g(t - i \Delta t) \Delta t \Delta \theta. \] (6.5)

Consider then the variance of these reconstructed values and recognizing the filter as a linear operator:

\[ \text{Var}[J(x, y)] = \text{Var} \left( \sum_{i,j} m_{ij} g(t - i \Delta t) \Delta t \Delta \theta \right) \] (6.6)

\[ = \sum_{i,j} \text{Var}(m_{ij}) g(t - i \Delta t)^2 \Delta t^2 \Delta \theta^2 \] (6.7)

\[ \leq \sum_{i,j} \sigma_{\text{max}}^2 g(t - i \Delta t)^2 \Delta t^2 \Delta \theta^2 = \sigma_{\text{max}}^2 \Delta t \Delta \theta^2 \sum_{i,j} g(t - i \Delta t)^2 \Delta t \] (6.8)

Using Parseval’s theorem, applying the Nyquist frequency cutoff for the ramp filter and recognizing that total degrees are sampled:

\[ \text{Var}[J(x, y)] \leq \frac{\sigma_{\text{max}}^2 \Delta t \Delta \theta^2 N_\theta}{12 \Delta \theta^3} = \frac{\pi^2}{12} \frac{\sigma_{\text{max}}^2}{N_\theta \Delta t^2}. \] (6.9)
This formula provides a reasonable upper bound for the variance in the reconstructed space. Both algorithms performed significantly better than this upper bound.

### 6.6.4 Sample Size Calculation using Signal to Noise Ratios

We calculate the relative sample size required to achieve an equivalent effective signal to noise ratio when using an acquisition or processing stream with different statistical power. Let $SNR_{EM}$, $SNR_{FBP}$, $n_{EM}$, and $n_{FBP}$ be the signal to noise ratio of EM and FBP and the sample size of EM and FBP, respectively. Because standard error is proportional to the square root of sample size, the following equivalence can be assessed:

$$SNR_{EM} \sqrt{n_{EM}} = SNR_{FBP} \sqrt{n_{FBP}}.$$  \hfill (6.10)

This equation can trivially be rearranged to show that, to achieve the same effective signal to noise ratio, the ratio of the sample sizes must be equal to the square of the ratio of the signal to noise ratios. Alternatively, this is equivalent to the ratio of the variances. This can be written in functional form as:

$$\frac{n_{EM}}{n_{FBP}} = \left( \frac{SNR_{FBP}}{SNR_{EM}} \right)^2 = \frac{Var_{FBP}}{Var_{EM}}$$  \hfill (6.11)
CHAPTER 7

Accurate differentiation of epileptic and non-epileptic seizures through quantitative combination of findings in the clinical history

This chapter describes work for future publication. This work was a collaboration with Chelsea T. Braesch, Emily A. Janio, Justine M. Le, Jessica M. Hori, Akash B. Patel, Norma L. Gallardo, Janar Baurirjan, Andrea M. Chau, Sarah E. Barritt, Eric S. Hwang, Emily C. Davis, Andrew Y. Cho, Joe Gordon, David Torres-Barba, Jerome Engel, Jr., Mark S. Cohen and John M. Stern. Wesley organized the collaboration, downloaded and curated the database, performed the statistical analysis, and wrote the majority of the manuscript. CTB, EAJ, JML, JMH, ABP, NLG, JB, AMC, SEB, ESH, and ECD annotated clinical notes, contributed to which factors would be studied and contributed to the interpretation and discussion of results. AYC assisted with parallelizing the code and helping make the computational intensive portions of this work happen. JG and DT-B provided pilot analysis of results that helped contribute to which factors would be included. JE provided substantial support for interpretation and framing of results. MSC assisted with organization, direction, experimental design and framing. JMS assisted with continual guidance throughout all stages of the study and manuscript.
7.1 Abstract

Objective: Early and accurate differentiation of patients with epileptic (ES) and non-epileptic seizures (NES) is critical to establish effective treatments, improve quality of life, and reduce the cost of intractable seizures. Hundreds of clinical measures have been shown to differentiate these populations, yet the diagnosis remains challenging, and often is questioned by non-epileptologists. We evaluated the real-world clinical applicability of a computer-aided diagnostic model that combined the diagnostic value of a large set of measures reported in routine outpatient clinical reports for a large population of 1,126 patients with intractable seizure disorder. Methods: We included all consecutive patients (634 ES, 314 NES, 178 mixed/inconclusive) admitted to our adult video-electroencephography epilepsy-monitoring unit between January 2006 and April 2014. We recorded 91 potentially diagnostic measures included in the first outpatient neurological report evaluating the seizures written at our center. We estimated an objective diagnostic score for ES versus NES by combining multiple imputation of missing data with multivariate and regularized logistic regression. Results: Of the 91 studied measures, 43 were independent predictors of ES or NES (empirical Wald, \( p < 0.05 \)). When we balanced the number of questions we needed to ask against the overall accuracy of the model, combining 31 findings resulted in an area under the receiver-operating curve (AUC) of 90.1% \((p<0.001)\). At the point of highest overall accuracy \((85\%, p<0.001)\), the sensitivity and specificity were 92% \((p>0.6)\) and 70% \((p<0.05)\), respectively. Significance: This quantitative analysis expands our understanding of the role historical findings to estimate the likelihood of a NES diagnosis. No individual clinical finding was pathognomonic for NES. Instead, a combination of multiple findings provides a more reliable and complete assessment of each patient. This retrospective analysis provides the foundation for a prospective validation of an objective score to identify patients who are more likely to have a diagnosis of NES, so that they are triaged more rapidly for defini-
tive diagnosis and appropriate treatment. Earlier diagnosis is expected to reduce cost and iatrogenic harm, and to improve quality of life and long-term prognosis.

7.2 Introduction

Prior to an accurate diagnosis of non-epileptic seizures (NES), patients with NES are treated erroneously for epileptic seizures, resulting in increased cost, minimal seizure control, and unnecessary exposure to medications with risks of adverse effects. While epileptic seizures (ES) and non-epileptic seizures (NES) may be behaviorally similar, they are generated by different mechanisms, so treatment for ES generally does not affect NES.[18, 265] These treatments may include emergency department visits with the risk of iatrogenic harm from urgently treating presumed epileptic seizures with intravenous medications and sometimes intubation.[10] [56, 266] On average, there is a 9.2 year delay between seizure-onset and diagnosis of NES,[42] and long-term seizure burden is reduced when NES by early diagnosis.[39, 40] Patients with NES comprise 10% of patients with seizures seen by neurologists.[8, 9] With better understanding of the outpatient presentation of NES, earlier diagnosis may be possible and this would expedite more appropriate care.

Our group, and others, have shown that NES can be differentiated from certain types of ES prior to or during video-electroencephalography (vEEG) monitoring using focused psychiatric assessments,[267] video recordings of seizures,[268, 269] interictal scalp EEG,[8] and interictal fluoro-deoxyglucose positron emission tomography (FDG-PET).[7] Numerous publications have reported the diagnostic value of particular clinical findings, or groups of findings, particularly in psychogenic NES,[18, 270, 271, 272, 63, 273] and a few risk scores for NES have been validated on smaller, selected patient populations.[274, 272, 63] Some smaller studies suggest that individual findings including sexual abuse, ictal hip thrusting, and
lack of ictal incontinence may be almost perfect predictors of psychogenic NES. Follow-up studies, however, frequently fail to replicate these findings. Additionally, limited work has reliably identified physiologic NES either by ruling out ES or by identifying NES positively, prior to ineffective treatment with ASMs. Thus, previous work leaves an open question: can the plethora of findings associated with seizures be combined to improve the diagnostic accuracy for NES?

Once we establish how findings can be combined, how can we apply that learning in a busy outpatient clinic? While prior studies suggested important psychiatric and pathophysiologic information about the mechanism for NES, a limitation of all of these assessments is that they require more and higher quality data to be collected, and for patients to be selected from a population based upon their subjective risk for NES. In contrast, we focus on diagnostic findings that were reported during an outpatient clinical interview by patients that were admitted ultimately for vEEG monitoring. Our approach aims to maximize the potential applicability of our results because it does not require neurologists to change how they practice medicine: it leverages the massive amounts of data that are available at all epilepsy treatment centers. Studies on more selected populations regarding a limited number of diagnostic findings have been shown to have a remarkably reliable ability to detect NES.[270, 269, 272, 63] Our work aims to replicate and extend these findings on a large, unselected population, while developing a method to combine potentially diagnostic findings to improve our accuracy.

7.3 Methods

7.3.1 Clinical Features

For this study we included 1,126 patients who had been admitted consecutively to the UCLA adult vEEG monitoring unit between January 2006 and April 2014. This sample included 634 with a vEEG diagnosis of ES, 314 with NES, and 178
with either mixed ES and NES or inconclusive monitoring results. Inconclusive results were those who had an insufficient number of typical seizures during monitoring for any reason. Patients were considered to have mixed ES and NES if there was any evidence or suspicion of both seizure etiologies. For instance, if a patient had two seizure types, and one of which was proven with vEEG to be NES, but there was suspicion that the second type could be epileptic even though none were observed on vEEG, the result was considered mixed or inconclusive. We excluded such patients because logistic regression requires mutually exclusive diagnostic classes (ES or NES, not both). Additionally, the diagnostic label for patients with suspicion of mixed etiology and inconclusive monitoring was more uncertain, relative to the gold standard of a fully conclusive vEEG monitoring admission. Methods for integrating data with uncertain diagnostic labels into a predictive algorithm, called semi-supervised learning, are not yet well established. While there are many subtypes of ES and NES, we modeled these diagnostic groups as large and homogenous groups (see Table 7.1 for breakdown) with the understanding that future work can address the ability of predictive models to predict sub-groups within ES and NES that, likely, are very different from each other. In particular, that includes the differentiation of psychogenic from physiologic NES. All forms of NES were included in our analysis to have the results pertain to a real-world situation that includes both and does not require the clinician to exclude physiologic NES when considering whether the seizures are epileptic or non-epileptic. All patients consented for the use of their records in research, and the UCLA Institutional Review Board approved this study. This work is consistent with the Declaration of Helsinki.

To determine the presence or absence of diagnostic findings, WTK and trained undergraduate researchers (CTB, EAJ, JML, JMH, ABP, NLG, JB, AMC) manually annotated each patient's first sufficiently detailed report of an outpatient neurology clinical visit at UCLA. There were 258 unique authors of the reports
Table 7.1: Diagnostic subtype breakdown of patients included in our population. Lobe indicates location of seizure-onset zone. If seizure onset zones were in multiple lobes and/or had multiple seizure etiologies, patient was listed in each category. Abbreviations: Not Otherwise Specified (NOS), Lobe Epilepsy (LE), Frontal (F), Temporal (T), Parietal (P), Occipital (O), Non-Epileptic Seizures (NES), Epileptic Seizures (ES).

<table>
<thead>
<tr>
<th>Diagnostic Subtype</th>
<th>Count</th>
<th>% Total</th>
<th>% of Diagnostic Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>NES</td>
<td>314</td>
<td>28%</td>
<td></td>
</tr>
<tr>
<td>Psychogenic NES</td>
<td>285</td>
<td>25%</td>
<td>91%</td>
</tr>
<tr>
<td>Physiologic NES</td>
<td>32</td>
<td>3%</td>
<td>10%</td>
</tr>
<tr>
<td>Inconclusive</td>
<td>178</td>
<td>16%</td>
<td></td>
</tr>
<tr>
<td>Insuff. Typical Events</td>
<td>131</td>
<td>12%</td>
<td>74%</td>
</tr>
<tr>
<td>Mixed NES + ES</td>
<td>47</td>
<td>4%</td>
<td>26%</td>
</tr>
<tr>
<td>ES</td>
<td>634</td>
<td>56%</td>
<td></td>
</tr>
<tr>
<td>Generalized-Onset</td>
<td>33</td>
<td>3%</td>
<td>5%</td>
</tr>
<tr>
<td>FLE</td>
<td>115</td>
<td>10%</td>
<td>18%</td>
</tr>
<tr>
<td>TLE</td>
<td>343</td>
<td>30%</td>
<td>54%</td>
</tr>
<tr>
<td>PLE</td>
<td>31</td>
<td>3%</td>
<td>5%</td>
</tr>
<tr>
<td>OLE</td>
<td>19</td>
<td>2%</td>
<td>3%</td>
</tr>
<tr>
<td>Focal-Onset NOS</td>
<td>22</td>
<td>2%</td>
<td>3%</td>
</tr>
<tr>
<td>NOS</td>
<td>105</td>
<td>9%</td>
<td>17%</td>
</tr>
<tr>
<td>Other ES</td>
<td>23</td>
<td>2%</td>
<td>4%</td>
</tr>
<tr>
<td>Total</td>
<td>1,126</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

with 114 authors writing at least two reports. The most common author was JMS (143 notes). The mean and median number of reports written per author was five and one, respectively. All report authors were blind to this analysis. A report was considered sufficiently detailed if the seizure history was longer than 5 sentences and included a description of the patients seizure semiology. Annotation
took approximately 15 minutes per patient for the selected findings. The considered measures were selected based on (1) previous literature reports examined the finding (see online-only appendix), (2) neurologists in the group mentioning the finding in a large number of reports or (3) pilot analysis suggested that a difference existed. This resulted in the inclusion of five categories of findings: demographics, comorbidities, remote history & physical exam findings, peri-ictal characteristics, and pharmacologic history. All findings were recorded as binary presence/absence, unless a natural quantification existed (i.e. age, comorbidity count or seizure frequency). Unclear history was assumed, conservatively, to indicate that the finding was not present. Comprehensive annotation of each finding mentioned in every report was used for training and took 90 minutes per patient, and all undergraduate researchers were trained by annotating at least 10 notes comprehensively prior to examining notes for the selected findings alone. The undergraduate researchers were blinded to the vEEG diagnosis when annotating each outpatient report. To assess inter-rater reliability, 21 patients were coded twice by different undergraduates and a random selection of 10 patients from each undergraduate also were annotated by WTK. For binary features, Cohens kappa was averaged across all logical features. For continuous features, paired correlation was averaged across all continuous features reported (no missing data imputation). The complete list of the 91 considered findings appears in Table 7.2. For a detailed description of how all of these findings were defined and how missing data were modeled, see the online-only appendix.

7.3.2 Statistical Methods

In these real-world clinical records, not all findings were discussed in every note, resulting in missing data. No report discussed all included findings. The findings with missing entries were split into two groups: findings that would be missing completely at random (MCAR), and findings whose absence holds information—
Table 7.2: A complete list of the studied factors from each clinical note. For a detailed description of each factor, please refer to the online-only appendix. Abbreviations: number (#,n), anti-seizure medications (ASMs), medications (meds), review of systems (ROS), gastro-esophageal reflux disorder (GERD), transient ischemic attacks (TIA), neurofibromatosis type 1 (NF1), supplements (suppl).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Comorbidities</th>
<th>Peri-ictal Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td># medical comorbidities (n)</td>
<td>Median seizure duration (s)</td>
</tr>
<tr>
<td>Gender</td>
<td># psychiatric comorbidities (n)</td>
<td># Seizure Types (count)</td>
</tr>
<tr>
<td>Family history of seizures</td>
<td>Catastrophic illness</td>
<td>Trigger: sleep deprivation</td>
</tr>
<tr>
<td><strong>Physical &amp; Historical Exam</strong></td>
<td></td>
<td>Trigger: stress</td>
</tr>
<tr>
<td>Duration of seizure disorder (years)</td>
<td>Metastatic neoplasia</td>
<td>Trigger: loud noises</td>
</tr>
<tr>
<td>Age of onset (&lt;14, &lt;19, &gt;54, year between 19 and 54)</td>
<td>Non-metastatic neoplasia</td>
<td>Trigger: Menses</td>
</tr>
<tr>
<td>Seizure frequency (per month)</td>
<td>Neurodegenerative disease</td>
<td></td>
</tr>
<tr>
<td>Remote history of seizures</td>
<td>Cardiovascular disease</td>
<td></td>
</tr>
<tr>
<td>Precipitating event</td>
<td>Hypertension (HTN)</td>
<td>Auras</td>
</tr>
<tr>
<td>Neuroinfection</td>
<td>HTN encephalopathy</td>
<td>Aura: Headache</td>
</tr>
<tr>
<td>Neurotoxin</td>
<td>Atrial fibrillation</td>
<td>Aura: Metallic taste</td>
</tr>
<tr>
<td>Febrile seizures</td>
<td>Diabetes mellitus (DM)</td>
<td>Aura: Anxiety/fear</td>
</tr>
<tr>
<td>Traumatic brain injury (TBI)</td>
<td>Stroke</td>
<td>Post-ictal confusion/fatigue</td>
</tr>
<tr>
<td>TBI with immediate effects</td>
<td>TIA</td>
<td>Sudden onset of seizure</td>
</tr>
<tr>
<td>TBI with prolonged effects</td>
<td>Seizure directly from sleep</td>
<td></td>
</tr>
<tr>
<td>Injury during seizure</td>
<td>NF1</td>
<td>Amnesia</td>
</tr>
<tr>
<td>Sexual abuse</td>
<td>Hydrocephalus</td>
<td>Aphasia</td>
</tr>
<tr>
<td>Physical abuse</td>
<td>Psychosomatic disorders</td>
<td>Dialeptic seizures</td>
</tr>
<tr>
<td>Substance abuse</td>
<td>GERD/Gastric Ulcers</td>
<td>Automatisms</td>
</tr>
<tr>
<td>Significant social challenges</td>
<td>Migraines</td>
<td>Lip smacking</td>
</tr>
<tr>
<td>Substance abuse</td>
<td>Asthma</td>
<td>Oral trauma</td>
</tr>
<tr>
<td>Current substance use</td>
<td>Hypothyroidism</td>
<td>Tonic/clonic movements</td>
</tr>
<tr>
<td>Current smoking</td>
<td>Chronic pain</td>
<td>Hip thrusting</td>
</tr>
<tr>
<td>Obesity</td>
<td>Major depressive disorder</td>
<td>Head movements</td>
</tr>
<tr>
<td>Employment/student status</td>
<td>Anxiety disorders</td>
<td>Myoclonus</td>
</tr>
<tr>
<td>Premature birth</td>
<td>Pharmacologic History</td>
<td>Freezing</td>
</tr>
<tr>
<td># complaints on RoS (n)</td>
<td># current ASMs (n)</td>
<td>Secondary generalization</td>
</tr>
<tr>
<td>Memory complaints on RoS</td>
<td># failed ASMs (n)</td>
<td># limbs moving (count)</td>
</tr>
<tr>
<td>Coordination complaints on RoS</td>
<td># psychiatric meds (n)</td>
<td>Gaze deviation</td>
</tr>
<tr>
<td>Muscle twitching on RoS</td>
<td># current meds (n)</td>
<td>Eye closure</td>
</tr>
<tr>
<td>Deep tendon reflexes (score+)</td>
<td># non-medical suppl (n)</td>
<td>Hallucinations</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Metallic taste</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cry/Scream</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Anxiety-like symptoms</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Incontinence</td>
</tr>
</tbody>
</table>

termed “biased” findings (see online appendix for list). For example, if a report did not discuss migraines, it is most likely that the patient does not have migraines or migraines were not an active problem. Therefore, we filled in the missing data with the most likely result. This will result in an underestimate of the diagnostic power of the biased finding. In contrast, an MCAR finding, i.e. seizure frequency, would be relevant for all patients but was not mentioned or quantified. The
values of the MCAR finding entries were multiply-imputed 20 times using all other findings in a multivariable logistic, linear, ordinal or categorical regression based on the inherent distribution of the MCAR finding. In brief, single imputation uses the inherent co-linearity between findings to estimate the value of each missing entry. Multiple imputation estimates the value of the missing entry, plus statistical noise based on the goodness of fit of the imputation model. The 20 different realizations of the statistical noise allow the subsequent modeling to place the appropriate amount of confidence in the imputed value. Each realization was run for 10,000 iterations (7 hours per realization, Rhat<1.1). If the MCAR assumption is true, multiple imputation will yield in an unbiased estimate of the diagnostic power of the MCAR findings.[275, 276] All summary statistics were combined into a single aggregate statistic with respect to variance both within and between imputated datasets. Mixed and inconclusive patients were treated as if their diagnosis was MCAR and contributed to the multiple imputation because the relationship between the studied findings was expected to be preserved.

Our predictive analysis was conducted in two phases to answer two similar but separate questions. We used multivariate logistic regression (MLR) within MATLAB (Mathworks, MA) to ask which studied findings were independent predictors of NES, and how predictive is each finding, controlling for all others. However, to implement an objective score of the likelihood of NES, we would require patients and physicians to quantify each significant finding. When we study 91 different findings, this is infeasible. Therefore, we use L1-regularized logistic regression (L1-LR) to ask: what is the smallest number of questions we can ask to achieve a similar predictive performance? Briefly, L1-regularization applies a penalty to the log-likelihood of the model for every finding that is estimated to have non-zero predictive power. Functionally, this allows us to misclassify more training examples, if it means that we can ask fewer questions. Although to our knowledge L1-regularization has not been applied in the setting of seizures, it is well
established in machine learning statistics. As of this writing, the specific software we use to implement the $L_1$-LR model, Liblinear, has 688 citations. [112]

We built separate MLR and $L_1$-LR models on each imputed dataset independently using leave-one-out cross-validation. Each of these models predicts a probability of ES versus NES for each patient and imputed dataset. We logit-transformed, and averaged, the predicted probability across the imputed datasets. The transformed average gives more weight to imputed datasets that indicated better confidence in the prediction of ES versus NES. We trained and assessed the accuracy, sensitivity and specificity of our differentiation of patients with a conclusive vEEG diagnosis only (n=950). To estimate the clinical impact of our work, we also examine the accuracy of our algorithm based on each patients reason for vEEG admission.

To ensure the accuracy of our estimates of significance, we estimated the null probability distribution of all summary statistics empirically based on at least 10,000 permutation tests, in which the diagnostic labels were shuffled randomly without replacement. All stages of analysis (imputation and cross-validation) were conducted on each of the at least 10,000 permuted datasets and the quantiles of the observed summary statistic were used to determine significance. This ensures that any bias, non-normality, or overfitting that occurred in our original datasets also could occur in our permuted datasets. Therefore, our $p$-values should be more accurate than the assumption of Gaussian or binomial statistics.

To interrogate the diagnostic power of each finding independent of all other data, and in combination with other features, univariate diagnostic power was quantified using univariate t or hypergeometric statistics. For univariate statistics, MCAR findings were not filled in, but biased factors were. Binary findings were compared using Fisher exact tests. Continuous findings were compared using heteroscedastic t-statistics on original or, if there was theory suggesting log-normal behavior, log-transformed data. We split the age of onset into 3 indicators
and a continuous range: onset before puberty (age 14), onset before age 19, onset after age 54. Age of onsets between 19 and 54 were modeled by their exact value. Due to the co-linearity of duration of seizure disorder, age of onset and current age, current age was excluded from the predictive models. Multivariate diagnostic power was quantified by averaging the log-odds ratio in the predictive models across all cross-validation folds and imputed datasets. This assesses the diagnostic power of each finding, when linearly controlling for every other examined finding. Due to the non-normality and dependence structure of L1-regularized log-odds ratios and to maintain consistency across models, empirical null distributions were calculated for each measure in both models using the permutations described above.

The data regarding the inconclusive patients is presented in Supplementary Table 1 to begin to characterize this difficult to treat group, but it does not provide evidence about the efficacy of our method. Our full & imputed de-identified datasets, as well as a web application to explore our overall models will be published concurrent with this manuscript at brainmapping.org/MarkCohen/research.html.

7.4 Results

Our principal finding is that the diverse clinical information collected during a conventional outpatient interview can be combined to accurately distinguish patients with epileptic seizures from those with non-epileptic seizures. At the point of highest overall accuracy (85%, empirical \( p < 0.001 \)), the sensitivity and specificity of both our models were 90% and 70%. As discussed below, these high accuracies were achieved using only a subset of the 91 findings we annotated from the clinical records.

Nine findings were mentioned either positively or negatively in less than 20
patient notes, and therefore were excluded from analysis: transient ischemic attacks, atrial fibrillation, neuro-fibromatosis type 1, neurodegenerative disease, hydrocephalus, psychosomatic disease, hypertensive encephalopathy, metallic taste during seizures, and metastatic neoplasia. There was no significant difference in the probability of missing data for NES versus ES for any MCAR feature (Fisher exact tests, \( p > 0.068 \)) except for the duration of seizure disorder and age of onset, which were reported more frequently for patients with ES (95% vs. 90% for NES, Fisher exact tests \( p < 0.002 \)). After imputation, the sign and magnitude of the mean difference between the populations on these findings did not change substantially. Cohen's Kappa for logical features indicated moderate agreement (\( \kappa = 0.50 \)), whereas the paired correlation for continuous features showed near perfect agreement (\( \rho = 0.83 \)).

In the summary tables and figures, all reported intervals reflect 95% confidence. Table 7.3 and 7.4 illustrates the significant differences observed between patients with ES and NES. The findings with significant multivariate odds ratios, as determined by MLR with multiple imputation, are illustrated in Figure 7.1. Expanded versions of Table 7.3, Table 7.4, and Figure 7.1, with all studied findings, are available in the online-only supplement. The significant and full odds ratios from the \( L_1 \)-LR model are available in Supplemental Figures.

The cross-validation performance of the \( L_1 \)-LR model to predict the vEEG diagnosis is illustrated in Figure 7.2. The cross-validation performance of the MLR model is illustrated in a Supplemental Figure, and was almost identical to the \( L_1 \)-LR model performance. Performance based on the reason for vEEG admission and diagnostic subclass is listed in Supplemental Figures. No subgroup performed significantly better or worse than would be predicted by the fraction of NES to ES within the group (z-test of proportions, \( p > 0.1 \)).
Figure 7.1: Odds ratio of all factors with a significant factors with at least 95% confidence based on multivariate logistic regression (MLR) with multiple imputation. The size of the colored bar indicates the magnitude of the odds ratio, and the color indicates its sign (Green for ES, Blue for NES). The transparent gray overlay indicates the 95% empirical confidence interval of chance. For prevalence, see Supplementary Table 1. All factors were indicators unless the units are specified otherwise. All starred units (*) were normalized across the whole dataset therefore bars reflect the odds ratio of an increase of one standard deviation. Because p-values were not independent across factors, no correction for multiple testing was applied. Abbreviations: number (#, n), seizure disorder (SzD), years old (y.o.), traumatic brain injury (TBI), with (w/), anti-seizure medication (ASM), seizure (Sz), movements (mvmts).
Figure 7.2: Leave-one-out cross-validation performance statistics of the data-driven L1 regularized logistic regression ($L_1$-LR) to differentiate between Non-Epileptic Seizures (NES) and Epileptic Seizures (ES). Accuracy, sensitivity and specificity (7.2A) describe the point on the receiver operating curve (ROC, 7.2B) that maximizes accuracy. Shading reflects empirical 95% confidence intervals of chance. Abbreviations: area under the ROC (AUC).
Table 7.3: The significant differences between patients with epileptic seizures (ES), non-epileptic seizures (NES) and inconclusive/mixed diagnosis based on video-electroencephalography. All factors are listed in percentages, unless otherwise specified. *Statistics of seizure duration, seizure frequency, and duration of seizure disorder were calculated in log space, but are displayed in linear values (i.e. displayed value is $10^{[mean\log_{10}data]}$). All unlisted factors exhibited no statistically significant differences between ES and NES with greater than 95% confidence (false discovery rate, $\alpha=0.05$). Dashes in missing data indicate a variable assumes to be biased (see Methods). Abbreviations: number (#), missing data (M), seizure disorder (SzD), standard error (SE), seizures (Sz), anti-seizure medications (ASMs), review of systems (RoS), postictal (PI), deep tendon reflexes (DTRs), comorbidities (comorbid).

<table>
<thead>
<tr>
<th>Feature Name</th>
<th>%M</th>
<th>Mean</th>
<th>SE</th>
<th>%M</th>
<th>Mean</th>
<th>SE</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>0%</td>
<td>39.8</td>
<td>0.9</td>
<td>0%</td>
<td>35.1</td>
<td>0.6</td>
<td>2.E-05</td>
</tr>
<tr>
<td>Female Gender</td>
<td>0%</td>
<td>73%</td>
<td>3%</td>
<td>0%</td>
<td>53%</td>
<td>2%</td>
<td>8.E-09</td>
</tr>
</tbody>
</table>

7.5 Discussion

The high diagnostic value of the clinical interview to differentiate between patients with non-epileptic versus epileptic seizures mirrors the fact that the diagnosis of seizures is inherently clinical. Nevertheless, physicians in the clinic are challenged to integrate a large number of diverse findings in order to make the important single distinction between ES and NES for individual patients. While no substitute for experience and clinical acumen, we believe that providing the clinician with a statistically-derived objective metric has the potential to augment the diagnostic process, reducing time between evaluation and treatment, and improving diagnostic accuracy overall.[62] The results also may be useful to help orient the physician to aspects of the history that are predictive of a diagnosis, even if the physician
<table>
<thead>
<tr>
<th>Feature Name</th>
<th>%M</th>
<th>Mean</th>
<th>SE</th>
<th>%M</th>
<th>Mean</th>
<th>SE</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Historical &amp; Physical</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Duration SxD (years*)</td>
<td>12%</td>
<td>2.66</td>
<td>0.30</td>
<td>5%</td>
<td>0.33</td>
<td>0.55</td>
<td>3.E-20</td>
</tr>
<tr>
<td>Age Onset ≤ 13</td>
<td>10%</td>
<td>15%</td>
<td>2%</td>
<td>5%</td>
<td>47%</td>
<td>2%</td>
<td>4.E-27</td>
</tr>
<tr>
<td>18&lt;Age Onset≤55 (years)</td>
<td>10%</td>
<td>34.3</td>
<td>0.5</td>
<td>5%</td>
<td>31.1</td>
<td>0.4</td>
<td>6.E-04</td>
</tr>
<tr>
<td>Age Onset≥ 55</td>
<td>10%</td>
<td>8%</td>
<td>2%</td>
<td>5%</td>
<td>4%</td>
<td>1%</td>
<td>7.E-03</td>
</tr>
<tr>
<td>Sz Freq (per mo*)</td>
<td>26%</td>
<td>13.2</td>
<td>1.4</td>
<td>21%</td>
<td>5.9</td>
<td>0.5</td>
<td>3.E-08</td>
</tr>
<tr>
<td>Remote Hx Seizure</td>
<td>-</td>
<td>5%</td>
<td>1%</td>
<td>-</td>
<td>10%</td>
<td>1%</td>
<td>1.E-02</td>
</tr>
<tr>
<td>Febrile Sx</td>
<td>-</td>
<td>3%</td>
<td>1%</td>
<td>-</td>
<td>10%</td>
<td>1%</td>
<td>2.E-05</td>
</tr>
<tr>
<td>TBI w/ immediate</td>
<td>-</td>
<td>26%</td>
<td>2%</td>
<td>-</td>
<td>16%</td>
<td>2%</td>
<td>8.E-04</td>
</tr>
<tr>
<td>Sexual abuse</td>
<td>-</td>
<td>10%</td>
<td>2%</td>
<td>-</td>
<td>1%</td>
<td>0%</td>
<td>2.E-09</td>
</tr>
<tr>
<td>Physical abuse</td>
<td>-</td>
<td>9%</td>
<td>2%</td>
<td>-</td>
<td>2%</td>
<td>1%</td>
<td>7.E-06</td>
</tr>
<tr>
<td>Social challenges</td>
<td>-</td>
<td>13%</td>
<td>2%</td>
<td>-</td>
<td>5%</td>
<td>1%</td>
<td>2.E-05</td>
</tr>
<tr>
<td># complaints on RoS (n)</td>
<td>42%</td>
<td>8.86</td>
<td>0.55</td>
<td>43%</td>
<td>5.52</td>
<td>0.25</td>
<td>4.E-05</td>
</tr>
<tr>
<td>Co-Morbidities</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td># medical comorbid (n)</td>
<td>-</td>
<td>2.82</td>
<td>0.16</td>
<td>-</td>
<td>1.18</td>
<td>0.06</td>
<td>1.E-19</td>
</tr>
<tr>
<td>### psych comorbid (n)</td>
<td>-</td>
<td>0.68</td>
<td>0.05</td>
<td>-</td>
<td>0.33</td>
<td>0.02</td>
<td>1.E-09</td>
</tr>
<tr>
<td>Hypertension</td>
<td>-</td>
<td>17%</td>
<td>2%</td>
<td>-</td>
<td>8%</td>
<td>1%</td>
<td>2.E-04</td>
</tr>
<tr>
<td>GERD/Ulcers</td>
<td>-</td>
<td>16%</td>
<td>2%</td>
<td>-</td>
<td>4%</td>
<td>1%</td>
<td>2.E-07</td>
</tr>
<tr>
<td>Migraines</td>
<td>-</td>
<td>21%</td>
<td>2%</td>
<td>-</td>
<td>7%</td>
<td>1%</td>
<td>1.E-10</td>
</tr>
<tr>
<td>Asthma</td>
<td>-</td>
<td>13%</td>
<td>2%</td>
<td>-</td>
<td>3%</td>
<td>1%</td>
<td>1.E-08</td>
</tr>
<tr>
<td>Hypothyroid</td>
<td>-</td>
<td>10%</td>
<td>2%</td>
<td>-</td>
<td>6%</td>
<td>1%</td>
<td>1.E-02</td>
</tr>
<tr>
<td>Chronic Pain</td>
<td>-</td>
<td>15%</td>
<td>2%</td>
<td>-</td>
<td>3%</td>
<td>1%</td>
<td>1.E-10</td>
</tr>
<tr>
<td>Depression</td>
<td>-</td>
<td>30%</td>
<td>3%</td>
<td>-</td>
<td>16%</td>
<td>1%</td>
<td>4.E-07</td>
</tr>
<tr>
<td>Anxiety</td>
<td>-</td>
<td>16%</td>
<td>2%</td>
<td>-</td>
<td>7%</td>
<td>1%</td>
<td>4.E-05</td>
</tr>
<tr>
<td>Pharmacologic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td># current AEDs (n)</td>
<td>-</td>
<td>1.65</td>
<td>0.08</td>
<td>-</td>
<td>2.17</td>
<td>0.05</td>
<td>8.E-08</td>
</tr>
<tr>
<td># failed AEDs (n)</td>
<td>-</td>
<td>1.37</td>
<td>0.11</td>
<td>-</td>
<td>2.61</td>
<td>0.10</td>
<td>5.E-17</td>
</tr>
<tr>
<td># psych meds (n)</td>
<td>-</td>
<td>0.54</td>
<td>0.05</td>
<td>-</td>
<td>0.21</td>
<td>0.02</td>
<td>1.E-08</td>
</tr>
<tr>
<td># other meds (n)</td>
<td>-</td>
<td>3.24</td>
<td>0.22</td>
<td>-</td>
<td>1.07</td>
<td>0.08</td>
<td>6.E-19</td>
</tr>
<tr>
<td># non-med suppl (n)</td>
<td>-</td>
<td>0.50</td>
<td>0.06</td>
<td>-</td>
<td>0.28</td>
<td>0.03</td>
<td>3.E-03</td>
</tr>
<tr>
<td>Peri-Ictal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sz Duration (min*)</td>
<td>35%</td>
<td>3.85</td>
<td>0.40</td>
<td>30%</td>
<td>1.16</td>
<td>0.07</td>
<td>7.E-16</td>
</tr>
<tr>
<td>Trigger: sleep dep</td>
<td>-</td>
<td>10%</td>
<td>2%</td>
<td>-</td>
<td>20%</td>
<td>2%</td>
<td>5.E-05</td>
</tr>
<tr>
<td>Trigger: menses</td>
<td>-</td>
<td>4%</td>
<td>1%</td>
<td>-</td>
<td>9%</td>
<td>1%</td>
<td>2.E-03</td>
</tr>
<tr>
<td>Auras</td>
<td>-</td>
<td>38%</td>
<td>3%</td>
<td>-</td>
<td>46%</td>
<td>2%</td>
<td>3.E-02</td>
</tr>
<tr>
<td>Aura: headache</td>
<td>-</td>
<td>6%</td>
<td>1%</td>
<td>-</td>
<td>3%</td>
<td>1%</td>
<td>3.E-02</td>
</tr>
<tr>
<td>Aura: metallic taste</td>
<td>-</td>
<td>6%</td>
<td>1%</td>
<td>-</td>
<td>3%</td>
<td>1%</td>
<td>2.E-02</td>
</tr>
<tr>
<td>Aura: anxiety/fear</td>
<td>-</td>
<td>1%</td>
<td>1%</td>
<td>-</td>
<td>6%</td>
<td>1%</td>
<td>4.E-04</td>
</tr>
<tr>
<td>PI confusion/fatigue</td>
<td>-</td>
<td>29%</td>
<td>3%</td>
<td>-</td>
<td>43%</td>
<td>2%</td>
<td>1.E-05</td>
</tr>
<tr>
<td>Directly from sleep</td>
<td>-</td>
<td>13%</td>
<td>2%</td>
<td>-</td>
<td>22%</td>
<td>2%</td>
<td>8.E-04</td>
</tr>
<tr>
<td>Amnesia</td>
<td>-</td>
<td>19%</td>
<td>2%</td>
<td>-</td>
<td>27%</td>
<td>2%</td>
<td>8.E-03</td>
</tr>
<tr>
<td>Automatisms</td>
<td>-</td>
<td>7%</td>
<td>1%</td>
<td>-</td>
<td>24%</td>
<td>2%</td>
<td>1.E-10</td>
</tr>
<tr>
<td>Lip smacking</td>
<td>-</td>
<td>4%</td>
<td>1%</td>
<td>-</td>
<td>11%</td>
<td>1%</td>
<td>2.E-04</td>
</tr>
<tr>
<td>Oral Trauma</td>
<td>-</td>
<td>9%</td>
<td>2%</td>
<td>-</td>
<td>17%</td>
<td>1%</td>
<td>2.E-03</td>
</tr>
<tr>
<td>Tonic/Clonic mvmts</td>
<td>-</td>
<td>26%</td>
<td>2%</td>
<td>-</td>
<td>48%</td>
<td>2%</td>
<td>1.E-10</td>
</tr>
<tr>
<td>Hip Thrusting</td>
<td>-</td>
<td>8%</td>
<td>1%</td>
<td>-</td>
<td>2%</td>
<td>1%</td>
<td>2.E-05</td>
</tr>
<tr>
<td>Myoclonus</td>
<td>-</td>
<td>19%</td>
<td>2%</td>
<td>-</td>
<td>11%</td>
<td>1%</td>
<td>1.E-03</td>
</tr>
<tr>
<td>Gaze deviation</td>
<td>-</td>
<td>14%</td>
<td>2%</td>
<td>-</td>
<td>20%</td>
<td>2%</td>
<td>1.E-02</td>
</tr>
<tr>
<td>Eye closure</td>
<td>-</td>
<td>14%</td>
<td>2%</td>
<td>-</td>
<td>3%</td>
<td>1%</td>
<td>5.E-10</td>
</tr>
<tr>
<td>Hallucinations</td>
<td>-</td>
<td>11%</td>
<td>2%</td>
<td>-</td>
<td>6%</td>
<td>1%</td>
<td>2.E-03</td>
</tr>
</tbody>
</table>
does not determine the metric. While prior literature has claimed certain findings as near-perfect classifiers, a clear message of our analysis is that one cannot rely on a single finding to identify NES. Therefore, providers should look for a combination of findings that, in aggregate, raise or lower the suspicion that the patients’ seizures are non-epileptic. There are two important applications of this work: a resource for illustrating the diagnostic value of a large variety of findings both on their own and in combination, and an objective risk score to assess the likelihood of NES in the outpatient clinic. Patients with high outpatient likelihood for NES should be triaged more quickly towards video-EEG monitoring for definitive diagnosis and appropriate treatment. [36]

7.5.1 Diagnostic Value of Particular Findings

While the number of studied features is too large to provide an interpretation and context for each, we highlight several key findings to help understand our results. This interpretation focuses on psychogenic NES, but it is important to note that 10% of our NES population had physiologic NES. The mechanism for each are very different, but further splitting the classes is outside the scope of this work.

We found that our patients with NES had, by description or diagnosis, more organic and more psychiatric dysfunction. Although psychogenic NES often is considered a conversion disorder, a biological correlate for this increased somatic sensitivity, [277, 278, 279, 280] is apparent in neuroimaging studies.[281, 282, 283, 115, 284, 285] The complaints and common comorbidities were relatively non-specific, with almost all comorbidities and specific complaints being more common in NES. This supports the hypothesis that patients with psychogenic NES may report more disability for the same experience.

Our perspective of looking at features in combination helped us understand how to interpret specific findings within the review of systems (RoS). Patients with
NES reported far more somatic problems during the review of systems, including coordination problems and resting muscle twitches (univariate, MLR & $L_1$-LR $p<0.05$). When controlling for the number of complaints during the RoS, coordination problems and muscle twitches no longer were suggestive of NES (MLR & $L_1$-LR $p>0.1$). This suggests that these signs may reflect increased somatic sensitivity but do not have an interpretation outside that context. In contrast, the specific complaint of memory issues indicated ES when controlling for the number of complaints, but not when viewed alone (univariate $p>0.7$, MLR & $L_1$-LR $p<0.05$). That is, the addition of one more complaint on RoS would usually indicate NES. If, however, the patient reported memory issues, ES was more likely, potentially reflecting hippocampal dysfunction that is characteristic of temporal lobe epilepsy.[30]

Aside from between-seizure features, the ictal features of an NES differed from ES in ways that we did not expect. Classical ictal signs of PNES (i.e. hip thrusting & eye closure) were present much more frequently in NES but also were present in ES (univariate, MLR & $L_1$-LR $p<0.05$). Even though the shibboleth is that patients with PNES maintain bladder and bowel autonomic tone,[266, 286] this has been disputed by other researchers and our patients with NES who reported ictal injuries and incontinence just as frequently as patients with ES (univariate $p>0.6$).[287, 288] However, ictal incontinence indicated NES in our group, when considered with other factors (MLR & $L_1$-LR odds ratio for NES 1.5, $p<0.05$). This suggests that when ictal incontinence occurs without findings strongly associated with ES (i.e. a generalized seizure) the incontinence may indicate NES.

Our findings might be used as guidelines to assess specific factors in clinical reports to promote more accurate diagnoses in the future. While our model performed well, an important challenge in the use of clinical notes is that critical details often are not recorded. For instance, patients with ES reportedly were more likely to bite their cheek and the sides of their tongue, whereas patients with
PNES reportedly more frequently bite their lip and the tip of their tongue.[266] We identified oral trauma as a risk factor for ES (univariate, MLR & $L_1$-LR $p<0.05$); however, the nature of oral trauma was specified in only 26% of notes. Our reported results reflect the diagnostic utility of our defined categories (see online-only appendix), which may or may not be improved by further refinement.

These examples of incontinence and memory dysfunction illustrate the more general observation that multivariate models highlight the importance of considering the patterns of findings to arrive at a more complete picture of the patient, instead of focusing on individual factors on their own. Even factors that were significant on a multivariate level should not be interpreted as diagnostic in isolation.[111] Instead, the pattern associated with changes in this factor result in our ability to differentiate NES from ES.

7.5.2 Developing an Outpatient Assessment Score

In addition to validating and building upon the observations of the extensive prior literature on the differences between patients with NES and ES, our methods could be used to generate an objective, quantitative and individualized assessment of a patients chance of NES using only information acquired in the out-patient setting. While the MLR model identified 43 independent predictive findings to help differentiate NES from ES (Figure 1), asking this many questions of a patient may prove impractical in clinical practice. In comparison, our $L_1$-LR model balanced the number of contributing findings with the predictive accuracy and achieved similar and impressive out-of-sample performance using just 31 questions (Supplemental Figure 2). These strong retrospective results suggest that the prospective application of one or both of these models may provide valuable clinical insights to identify patients with NES quickly and effectively. Prior to implementation, however, this must be confirmed directly through a prospective study.
It is particularly notable that our methods are based on data from clinical notes that were written for the purpose of documentation and communication, and not for research to assess the diagnostic value of any of the studied factors [89]. Clinical data seldom are pristine, and an analytic method that depends on near-perfect research quality inputs would have limited value in real-world health care settings; we chose instead to develop a method that acknowledges the potential for bias, missing points and other contaminations because these same biases would be present in most outpatient clinics for seizures. For instance, neurologists do not perform a full cardiovascular and psychiatric assessment. Instead, comorbidities come up as part of care for the seizures. Therefore, we expect our estimate of the frequency of other medical and psychiatric comorbidities to be an underestimate of the true burden of disease. As discussed above, patients with NES may or may not have more medical and psychiatric comorbidities than patients with ES, but the perceived impact of these conditions may be higher, leading the patient to be more likely to discuss them with their neurologist. We expect therefore that when domain-specific experts examine our factors with specific, validated data collection and assessment tools, the frequency and magnitude of the differences we saw will change, reflecting a more accurate description. However, we expect our estimates to match the frequencies with which outpatient providers will learn of these conditions. Our inclusion of patients with other neurologic and psychiatric comorbidities, physiologic NES, developmental delay, traumatic brain injury and previous epilepsy surgery prior to being seen at UCLA complicates the analysis and interpretation of results but also ensures that our population best matches the full complexity of patients with seizure-like events at a tertiary epilepsy center. Our lack of a seizure-naive control group both was convenient and valuable for a number of reasons. [81] Our goal was to describe how to differentiate NES from ES. Seizure-naive controls could be differentiated perfectly from our patients, for example, simply by asking if they had experienced repeated seizure-like events.
7.5.3 Limitations

The difference between our results and previous literature from smaller populations is consistent with how the magnitude of statistical effects typically decreases as sample size increases,[86] but also could be explained by differences in our population. UCLA draws patients a large area of the southwestern United States. Our population of patients with ES may have more medically refractory epilepsy and, in particular, more temporal lobe epilepsy and lesional epilepsies than outpatient clinics for epilepsy and other tertiary care centers. The proportion of patients with NES (28%), and the delay to diagnosis (8.7 years) was similar to other centers[42] but the proportion of patients with confirmed or potential mixed NES plus ES (12.6% of all NES) was lower at UCLA than at other centers, although this proportion varies widely by definitions and centers.[289, 290, 269, 291] These populations, however, do not reflect patients with NES that were identified in outpatient clinics and did not require referral to a tertiary care center.

7.5.4 Future Potential and Perspective

If validated prospectively, these results could be used to identify 70% of patients with NES quickly and cost-effectively in a variety of outpatient settings. Because patients with NES are a highly heterogeneous group, our negative predictive value will always be less than 100%. Our data might lead to more timely referral of patients with likely NES for vEEG monitoring; however, we strongly believe all patients with disabling seizures that persist despite trials of two appropriate ASMs deserve a consultation by specialists at a full service tertiary care epilepsy center. A reduction in time to diagnosis of NES has been shown to improve long-term seizure control, while reducing cost and potential for mistreatment.[56, 266] While other risk scores exist,[274, 272, 63] none have achieved such high performance on this large of a population. Clearly, important validation steps like prospective
data collection must occur before we can conclude that our score can and should be implemented in outpatient clinics. This work represents a foundational first step in quantitatively assessing the value of combining a wide variety of findings reported in the outpatient clinic for differentiating between NES and ES.
CHAPTER 8

Automated Diagnosis of Epilepsy using EEG
Power Spectrum

This work is a reproduction of our work published in Epilepsia. [8] This work was a collaboration with Ariana Anderson, Edward P. Lau, Andrew Y. Cho, Hongjing Xia, Jennifer Bramen, Pamela K. Douglas, Eric S. Braun, John M. Stern and Mark S. Cohen. WTK organized the collaboration, curated the data, wrote the code and the majority of the manuscript. AA, JB & PKD provided guidance for experimental and machine learning design, as well as interpretation of the results. EPL & AYC provided substantial computational support to get the analysis stages to be effective. HX assisted with understanding & preprocessing of the EEG data and extraction of meaningful features. ESB was responsible for Akima interpolation and helped understand the sampling and optimization of the method. JMS provided direction and context with regard to how our work fits within the context of the diagnostic assessment for seizure disorder. MSC assisted with all stages of the experiment and manuscript preparation.

8.1 Abstract

Interictal electroencephalography (EEG) has clinically meaningful limitations in its sensitivity and specificity in the diagnosis of epilepsy because of its dependence on the occurrence of epileptiform discharges. We have developed a computer-aided diagnostic (CAD) tool that operates on the absolute spectral energy of the
routine EEG and has both substantially higher sensitivity and negative predictive value than the identification of interictal epileptiform discharges. Our approach used a multilayer perceptron to classify 156 patients admitted for video-EEG monitoring. The patient population was diagnostically diverse with 87 diagnosed with either generalized or focal seizures. The remainder was diagnosed with non-epileptic seizures. The sensitivity was 92% (95% CI: 85-97%) and the negative predictive value was 82% (95% CI: 67%-92%). We discuss how these findings suggest that this CAD can be used to supplement event-based analysis by trained epileptologists.

8.2 Introduction

Epilepsy is common and has a major impact on the global burden of disease. Though epilepsy is defined as an enduring predisposition for seizures, its diagnostic assessment relies on the clinical and/or electrographic description of transient events. Consequentially, the sensitivity of a single outpatient interictal electroencephalography (EEG) is only 50% [56, 57]. If physicians do not observe the hallmark electrical features of interictal epileptiform discharges (IEDs), the assessment is inconclusive. This might help to explain why the average time to the diagnosis of non-epileptic seizures (NES) is 7.2 years [41]. Automated seizure detection algorithms currently help physicians identify these transient events [69], but they do not detect the stable pathology underlying each patients chronic disease. A better understanding of the chronic state of epilepsy has great potential to impact patient care; automated computer methods have the potential to identify this stable abnormality and thereby to increase diagnostic accuracy, saving clinicians valuable time and improving patients quality of care.

Seizure detection and prediction tools in epilepsy have been proposed frequently, yet efficient and effective computer aided diagnostic (CAD) tools have
not yet been established. Only three publications address the question of epilepsy diagnosis using interictal scalp EEG alone [72, 73, 74]. All three publications report accuracies in excess of 90%. Other publications using the Freiburg dataset compare scalp EEG from normal controls to interictal intracranial EEG patient with epilepsy, which may limit clinical applicability [70]. Based on their success in the seizure and prediction literature, these tools used largely wavelet-based analysis and time frequency decompositions of short time windows of the signal [66, 67, 69]. However, longer time windows can capture the stable changes baseline dynamics attributable to epilepsy. The previous literature often compares the EEGs of patients with epilepsy to the EEGs from a healthy control population, a question that does not reflect the actual clinical situation. We consider comparing epilepsy to NES mimics the clinical scenario of a patient that needs to be assessed after experiencing a potential seizure event. As we show below, 30 percent of patients admitted for video-EEG monitoring have NES, including some who previously were diagnosed with intractable epilepsy. To develop directly clinically applicable tools, the diagnosis of each patient in the validation set must be certain therefore a careful discussion of the diagnostic assessment of each patient is critical. Similarly, epilepsy is a heterogeneous syndrome. Generally, the CAD literature either studies temporal lobe epilepsy or does not specify diagnostic subclass.

In this report, we outline the success of a novel CAD tool applied to a larger population of patients who have either focal or generalized epilepsies. By comparing to patients with NES and also inspecting time-frequency features of longer time windows of the EEG signal, we harness the stable interictal changes in the EEG that can be used to diagnose epilepsy. Further, we provide a detailed discussion of how such a tool can be used to supplement, not replace, manual analysis.
8.3 Patients and Methods

We studied the diagnostic test results from 514 patients admitted between 2008 and 2011 to the UCLA Seizure Disorder Center video-EEG monitoring unit. A subset of 156 patients was identified for further study because their diagnoses were definitive and they had not experienced previous penetrating head trauma. Within this subset, 87 were diagnosed with epilepsy and 69 were diagnosed with NES (full breakdown in Supplementary Information). Patients with NES and those with epilepsy underwent an identical evaluation. All methods were approved by the UCLA IRB and complied with the Helsinki Declaration.

All scalp EEG recordings were collected in accordance with standardized clinical procedures with a 200 Hz sampling rate using 26 electrodes placed according to the International 10-20 system. During acquisition, an analog 0.5 Hz high pass filter was applied to all recordings. Reviewed data consisted of between 1.5 and 25 hours (mean 9 hours, S.D. 4.5 hours) of archived EEG from either the first or second night of video-EEG monitoring. To assess the diagnostic yield of long term monitoring, we also inspected the records of all 514 reviewed patients admitted to UCLA for video-EEG monitoring.

The mean, standard deviation, minimum and maximum absolute spectral energy for non-overlapping 1 sec, 5 sec, 60 sec, 30 min windows of EEG recordings from all electrodes relative to reference electrode 1, located between Fz and Cz, were calculated using the fast Fourier transform in MATLAB. The absolute value of spectral energy from 1-100 Hz was averaged over 1 Hz spectral bands. Short window lengths measure phenomena analogous to event related spectral perturbations (ERSPs) whereas longer windows capture baseline activity and connectivity. Each input feature corresponds to a separate electrode location, frequency band, statistical parameter and window length. The spectral energy from 58-62 Hz was excluded from all analysis to avoid AC line noise contamination. No other artifacts
were removed. Ictal activity and muscle artifact were included in analysis.

Using a cyclical leave-one-out cross validation technique, a subset of the power spectrum was identified as potentially diagnostic by a highly-efficient minimum redundancy, maximum relevancy (mRMR) feature selection algorithm [5, 6]. This subset was then used as input for the Multilayer Perceptron neural network algorithm as implemented in Weka [292]. For algorithmic details please refer to the supplementary material and Kerr et al. [293].

8.4 Results

The Multilayer Perceptron performance was comparable to manual event-based EEG analysis. Both manual and automated analyses were substantially and significantly better than a chance classifier based on clinical trial statistics (Figure 8.1). The diagnostic accuracy of the CAD tool was 71% (64%-76%, \( p < 10^{-4} \)) significantly higher than chance: 56%. The risk ratio (the probability that a positive finding occurred in a patient with epilepsy compared to a patient with NES) was 3.68 (1.92-8.19, \( p < 10^{-6} \)). The odds ratio was 9.32 (3.51-25.73, \( p < 10^{-5} \)).

In the study population, the results of a single outpatient non-video-EEG are not significantly different and have a relative risk ratio, odds ratio and accuracy of 2.52 (2.05-2.64, \( p < 10^{-10} \)), 99 (8.90-1100, \( p < 10^{-3} \)) and 72% (66-73%, \( p < 10^{-4} \)), respectively [56, 57]. All intervals reflect 95% confidence bounds and all \( p \) values reflect comparisons to a naive classifier.

In contrast with manual analysis, the performance of our CAD was driven by exceptionally high sensitivity (85%-97%, \( p < 10^{-82} \)) in comparison to only modest specificity (37%-51%, \( p > 0.20 \)). Consequentially, the negative predictive value (67%-92%, \( p < 10^{-24} \)) is high compared to the positive predictive value (62%-71%, \( p < 10^{-5} \)). There was no significant difference in performance for focal and generalized epilepsies (see Suppl. Materials).
Figure 8.1: (A) directly compares the summary statistics of our computer-aided diagnostic (CAD) tool to the same statistics regarding conventional analysis of EEG. (B) assesses the likelihood ratios that can be achieved when our CAD is combined with conventional analysis. Error bars denote 95% CIs and are calculated without normal assumptions. Dashed lines indicate chance or 95% CIs of chance. All effects are significantly different from chance ($p < 0.001$) except when CAD is positive and manual analysis is negative. No comparative effects are significantly different.
These results can be expressed in combination with the results of outpatient non-video EEGs as likelihood ratios, assuming the two tests are independent (Figure 8.1) based on the formula:

$$LR_{-M+CAD} = \frac{P(-M|Ep)}{P(-M|NES)} \frac{P(+CAD|Ep)}{P(+CAD|NES)}.$$

We assume that 99% of neurologically normal patients have negative EEGs and that 50% and 90% of patients with epilepsy have abnormal outpatient EEGs after 1 and 4+ recordings, respectively [56, 57].

To illustrate the clinical problem further, we addressed the diagnostic yield of long term video-EEG monitoring specifically. As summarized in Figure 8.2, 9 percent of the 514 patients in our sample had inconclusive results upon the completion of monitoring (6%-12%). Six percent of patients admitted for pre-surgical assessment or intractable epilepsy were diagnosed with NES (2-10%).

8.5 Conclusion

Inconclusive EEG results are a significant challenge to the effective treatment of epilepsy. For patients diagnosed with epilepsy, our finding that 6% of patients are later found to have NES is concerning. Further, the most reliable diagnostic test, conventional long term video-EEG monitoring, is inconclusive for roughly 9% of epilepsy patients due to lack of relevant electrophysiological events. To reduce this rate, admission duration must increase. Our technology, however, avoids this problem altogether by focusing on baseline diagnostic features. Successful validation and then implementation of our CAD tool could therefore provide additional information to that could, in time, substantially reduce both of these values. Validation would require a prospective assessment of patients who are later admitted for video-EEG monitoring or retrospective analysis of records from other institution(s).

We hypothesize that our results capitalize both on low frequency trends used
Figure 8.2: Diagnostic yield of long-term video-EEG monitoring. Numbers indicate how many patients are in each class, and the size of the bar denotes percent of total, listed on the right side of the figure, that belong to each class. When the presurgical and intractable classes are combined, 6% of the patients have inconclusive results. NES, nonepileptic seizures.
by previous literature and, potentially, also on high frequency oscillations up to 100 Hz. Most ictal activity is within the 3-25 Hz range [69]. Seizure detection algorithms have achieved impressive results operating on frequency bands less than 40 Hz using much more complex machine learning methods [70]. However, recent evidence in intracranial EEG suggests that patients with epilepsy have increased high frequency oscillations in the 40+ Hz range [66, 67]. Due to the nature of our algorithm, the contribution of each window length, spectral band and electrode location is unclear.

Our entirely automated tool diagnosed patients with performance similar to epileptologists manually reading outpatient EEGs. Our performance was quantitatively less than previous methods. However, ours was designed and tested in the real-world context of an inpatient unit, with its heterogeneous mixture of medications, ages and patient histories. The statistics reveal that our approach has a high negative predictive value whereas manual analysis has, instead, a high positive predictive value. These improvements are based on information not observable without CAD and are independent of rate expertise, suggesting that our methods can be used in combination with manual analysis to improve the diagnostic yield of EEG. This synergistic combination could more efficiently and quickly identify those patients who may require further diagnostic or pre-surgical assessment. Given the broad and growing evidence that early epilepsy surgery – when supported by accurate diagnostics – may be more effective than treatment with AEDs alone [32], we believe that this application offers the potential to meaningfully impact the care of patients with epilepsy.
CHAPTER 9

Computer aided diagnosis and localization of lateralized temporal lobe epilepsy using interictal FDG-PET

This chapter is a reproduction of our work that was published in Frontiers in Neurology. [7] This work was a collaboration with Stefan T. Nguyen, Andrew Y. Cho, Edward P. Lau, Daniel H. Silverman, Pamela K. Douglas, Navya M. Reddy, Ariana Anderson, Jennifer Bramen, Noriko Salamon, John M. Stern and Mark S. Cohen. WTK organized the collaboration, wrote the code and the majority of the manuscript. STN & NMR processed the data through NeuroQ and assisted with manuscript editing. STN also curated the dataset. DHS supervised STN & NMR, and helped with direction and interpretation of PET data. AYC & EPL assisted with parallel processing of the images. PKD, AA & JB assisted with design of the experiment and machine learning algorithms as well as editing of the manuscript. JMS & NS helped understand how this work fits in the context of the pre-surgical and diagnostic assessment for seizure disorder. MSC assisted with all stages of planning and trouble shooting the manuscript.

9.1 Abstract

Interictal FDG-PET (iPET) is a core tool for localizing the epileptogenic focus, potentially before structural MRI, that does not require rare and transient epileptiform discharges or seizures on EEG. The visual interpretation of iPET is chal-
lenging and requires years of epilepsy-specific expertise. We have developed an automated computer-aided diagnostic (CAD) tool that has the potential to work both independent of and synergistically with expert analysis. Our tool operates on distributed metabolic changes across the whole brain measured by iPET to both diagnose and lateralize temporal lobe epilepsy. When diagnosing left temporal lobe epilepsy (LTLE) or right TLE (RTLE) versus non-epileptic seizures (NES), our accuracy in reproducing the results of the gold standard long term video-EEG monitoring was 82% (95% confidence interval [CI] 69-90%) or 88% (95% CI 76-94%), respectively. The classifier that both diagnosed and lateralized the disease had overall accuracy of 76% (95% CI 66-84%), where 89% (95% CI 77-96%) of patients correctly identified with epilepsy were correctly lateralized. When identifying LTLE, our CAD tool utilized metabolic changes across the entire brain. By contrast, only temporal regions and the right frontal lobe cortex, were needed to identify RTLE accurately, a finding consistent with clinical observations and indicative of a potential pathophysiological difference between RTLE and LTLE.

The goal of CADs is to complement—not replace—expert analysis. In our dataset, the accuracy of manual analysis of iPET (~80%) was similar to CAD. The square correlation between our CAD tool and manual analysis, however, was only 30%, indicating that our CAD tool does not recreate manual analysis. The addition of clinical information to our CAD, however, did not substantively change performance. These results suggest that automated analysis might provide clinically valuable information to focus treatment more effectively.

9.2 Introduction

It is difficult to differentiate between patients with epilepsy, and those with non-epileptic seizures (NES). The clinical assessment relies on the report of untrained witnesses or the patients themselves. A non-epileptic seizure is defined as the pres-
ence of external seizure symptoms and/or signs with no electrographic features characteristic of epilepsy. Long term video-EEG monitoring has shown consistently that roughly one third of patients diagnosed with medication refractory epilepsy in fact suffer from NES [8]. Because they don’t suffer from epilepsy, these patients with NES (PWN) are not treated effectively with anti-epileptic drugs (AEDs). For the majority of PWN, the NES are a manifestation of dissociative or conversion disorder in which their psychological challenges manifest themselves physically [294, 295]. A minority of PWN suffers from organic, non-epileptic maladies that can be confused with seizure disorder including, but not limited to, dementia and cardiovascular disease [265]. The gold standard for the differential diagnosis and pre-surgical assessment of epilepsy includes 72 or more hours of video-EEG monitoring [296, 38]. However, 10 percent of patients admitted for this extensive assessment leave with inconclusive results [8]. Considering that one sixth of patients with epilepsy are diagnosed with medication refractory epilepsy [297], improved methods to effectively identify PWN who do not benefit from AEDs effectively could reduce the morbidity and both the financial and social cost of treating epilepsy.

Improved diagnostic tools could also help patients with epilepsy (PWE). The difficulty in ruling out non-epileptic etiologies speaks to the challenge of adequately localizing and characterizing each patient’s epileptic etiology. The major seizure type discriminations are focal versus generalized; partial versus complex; and lesional versus non-lesional. Each of these key discriminations leads patients down a different treatment path. When medication or other novel treatments like the vagus nerve stimulator fails, as they frequently do, the patient is left to consider resective neurosurgery. Recent reports have shown that surgery is most effective earlier in the course of disease [32]. Improved diagnostic tools could more quickly and effectively diagnose patients with epileptic seizures and therefore speed the progression towards considering the surgical option.
Ultimately, our goal is to establish a general, automated computer-aided diagnostic (CAD) tool that effectively combines clinical information, manual interpretation of EEG and imaging technologies as well as automated analysis of interictal FDG-PET (iPET), EEG, structural MRI (sMRI) and diffusion MRI for all subtypes of epilepsy and NES. To accomplish this, we first must develop effective CAD tools that harness the information from each modality for a limited set of epileptic localizations. We have begun already to address automated analysis of interictal EEG for a wide variety of epilepsy subtypes [8]. Others have described effective CAD tools that diagnose and lateralize temporal lobe epilepsy (TLE) using structural and diffusion MRI [26, 27, 28].

The clinical, metabolic and structural differences between left and right TLE can be subtle. Some theories suggest that TLE is inherently a bilateral disease. Potentially, due to the strong functional link between the hippocampi, the only clinical difference is that in the aura of patient with left TLE (LTLE) more frequently includes language dysfunction. Over time, patients with LTLE more commonly develop verbal memory deficits, compared to non-verbal memory deficits in right TLE (RTLE) [298, 299]. This functional connection between the hippocampi may also lead some patients to be falsely lateralized using scalp EEG because a small seizure onset zone (SOZ) in one hippocampus can induce larger scale ictal activity in the contralateral hippocampus with very little time delay. This can lead neurologists to falsely conclude that the SOZ is either bilateral or in the contralateral hippocampus. Structural and metabolic imaging can reduce these errors by demonstrating that that one temporal lobe is asymmetrically affected, as shown by the previous CAD tools that lateralize TLE [26, 27, 28].

Studies of the functional connectivity of these epileptic networks, however, conclude that there are very few, if any, differences between the two lateralizations [300, 301, 302, 303, 304, 305]. Recently, Pereira et al. suggested that more patterns of functional connectivity change in LTLE compared to RTLE [306]. However,
after patients suffer from intractable seizures for 10 or more years, the intrahemi-
spheric hippocampal connectivity linearly increases with the duration of disease,
suggesting that over time lateralized disease may become bilateral disease [302].
Because patients with bilateral hippocampal disease are no longer considered sur-
gical candidates, improved methods to distinguish left and right TLE early in the
course of disease are needed.

In this manuscript, we discuss the development of an automated computer-
aided diagnostic (CAD) tool to diagnose, and lateralize, temporal lobe epilepsy
using iPET. We also begin to address how to combine our CAD tool with man-
ual analysis (MA) and incorporate it into clinical practice. Using a mutual
information-based feature selection technique, we examine how our methods re-
veal more about the distributed metabolic abnormalities that are associated with
the different anatomical locations of the epileptogenic focus.

The realistic goal of CAD tools is to complement, not to replace, expert analy-
sis. Therefore, we focus on how clinical information and expert analysis can work
synergistically with our automated technology. To summarize the major clinical
differences, patients with NES are characteristically females in the third decade
of life with psychiatric co-morbidities [265]. Patients with epilepsy, however, also
have significant psychiatric co-morbidities including potentially reduced financial
and social independence due to the suspension of their drivers and, frequently,
professional license. Particularly in adult onset epilepsy, age-associated changes
in metabolism may confound the interpretation of iPET, possibly leading to an
increased diagnostic uncertainty. It is well established that 80 to 90 percent of
medication refractory epilepsy is PET positive [22, 23]. The rate of PET positiv-
ity in NES has not been studied extensively, therefore the true positive predictive
value of iPET is unclear. Although these differences in clinical presentation are
salient, their quantitative effect on diagnostic probabilities is unknown. Therefore,
we also examined how simple clinical information and expert manual interpreta-
tion can be incorporated into our quantitative CAD tool.

The standard of care for the pre-surgical assessment for epilepsy is the manual correlation of iPET with numerous other diagnostic modalities. The goal of this assessment is to simultaneously verify the diagnosis of epilepsy, characterize the seizure etiology and identify the location and extent of the SOZ. Expert radiologists and neurologists can detect metabolic asymmetries indicative of the epileptogenic focus or foci [222]. The exact threshold at which asymmetric metabolism is attributed to pathologic change or seen as a variant of normal is part of the art of neuroradiology [307, 42]. Once non-epileptic etiologies have been ruled out, our previous work demonstrated that the quantitative degree of metabolic asymmetry is correlated with surgical outcome [259]. Surgical outcome is improved further when iPET is co-registered to structural MRI (sMRI) because of improved characterization of the focus or foci [308, 22, 309, 23]. These hypometabolic lesions are thought to be secondary to increased inhibitory neuron cell death, gliosis and abnormal functional connectivity resulting in altered functional metabolism.

The size of the hypometabolic lesion tends to be larger than the SOZ, potentially due to functional changes in nearby tissue secondary to the presence of the epileptogenic lesion [240, 310, 311]. Such reports are major limitations to the wide implementation of iPET in epilepsy practices [312, 58, 313]. In addition to the limitation of counting statistics, that forces the quantitative radioactivity intensity of iPET to be less certain in hypometabolic lesions [233], the biological hypothesis is that the epileptogenic abnormality induces metabolic abnormality at the SOZ and also at closely associated and/or functionally connected regions [314, 315, 316, 317, 318, 319, 320, 321, 322, 323, 324]. The epileptogenic lesion commonly is larger and more diffuse in left TLE then right TLE, potentially because of the high degree of functional connectivity between specialized foci within the left temporal lobe associated with language and other functions [325, 79, 326, 327, 328]. These insights parallel the trend in dementia that at-
atrophy starts focally then spreads more quickly to functionally connected regions [329]. The limited sensitivity of iPET unaligned with sMRI to characterize extratemporal lesions may be partly due to the insufficient description of the local functional network of each extratemporal focus and thereby reduced detection of a characteristic pattern of metabolic abnormalities associated with each focus. In general, an improved insight into the clinical interpretation and value of metabolic abnormalities outside the SOZ is needed. To overcome this limitation, the iPET analysis is used in combination with other diagnostic modalities determine which tissue to resect.

Clinical description, EEG, MRI and FDG-PET each describe separate facets of the pathophysiological etiology, and therefore all play critical roles in the diagnosis of epilepsy, and in the identification of the epileptogenic lesion [330]. Each modality, however, also has unique limitations. EEG provides an in-depth description of the seizures and interictal epileptiform spikes. These seizures and spikes, however, are rare events: only 50 percent of PWE exhibit diagnostic interictal epileptiform spikes and/or seizure activity during the first outpatient scalp EEG [57]. The characteristic signs of epilepsy in structural and diffusion MRI may not be measurable until years after the first seizure because these methods require the detection of atrophic tissue and/or subtle regions of cortical dysplasia [77, 331, 332, 333, 334, 335, 336, 337]. Manual analysis (MA) uses the contralateral structure to assess if atrophy is present but a certain degree of asymmetry is expected [26, 28]. It takes years of specific experience in manually analyzing structural MRIs from patients with epilepsy to reliably discriminate between normal variation and pathologic changes. Once these relatively large-scale changes in neural structure have occurred, it is less likely that both invasive and noninvasive treatments will be effective [32]. Interictal FDG-PET can localize the epileptogenic lesion without observing rare events and, potentially, before changes are detectible on sMRI and/or diffusion tensor imaging (DTI)
As discussed above, the presence of metabolic abnormalities outside the SOZ, however, complicates the effective localization of the SOZ using iPET alone [240]. An improved description of these induced changes outside the SOZ may help spare healthy tissue from resective surgery. Given the recent report that resective neurosurgery for epilepsy is more effective earlier in disease [32]; we believe that iPET may play a critical role in characterizing patients with unremarkable MRIs and inconclusive EEGs earlier in the course of their disease.

9.3 Materials and Methods

9.3.1 Patient data

All of the 105 patients that were included in our analysis were admitted to the University of California, Los Angeles (UCLA) Seizure Disorder Centers video-EEG Epilepsy Monitoring Unit (EMU) between 2005 and 2012. Each patient's diagnosis was based on a consensus panel review of their clinical history, physical and neurological exam, neuropsychiatric testing, video-EEG, interictal FDG-PET, ictal FDG-PET, structural and diffusion MRI and/or CT scan. This multimodal assessment is the gold standard for epilepsy diagnosis and localization of the epileptic focus [296, 38]. The patients included in this analysis were chosen because they had an FDG-PET after 2005; had no history of penetrative neurotrauma, including neurosurgery; were determined by consensus diagnosis to have a single, lateralized epileptogenic focus; and had no suspicion of mixed non-epileptic and epileptic seizure disorder. These patients were diagnosed either with left temporal lobe epilepsy (LTLE, n=39), right temporal lobe epilepsy (RTLE, n=34) or non-epileptic seizures (NES, n=32). PET images were determined to be interictal by clinical findings and concurrent scalp EEG.
PET and MRI images were acquired according to the best clinical practices at the time of acquisition. PET/CT studies were acquired using a Siemens Biograph scanner. After a minimum fasting period of 6 hours, patients received 0.14 mCi/kg of 18F-FDG-PET intravenously. During the ensuing 40 minute uptake period with concomitant EEG monitoring to confirm interictal status, the patients waited in a quiet, dimly lit room with their eyes open. PET images were reconstructed with an iterative algorithm (OSEM: 2 iterations, 8 subsets). CT images were reconstructed using filtered back projection at 3.4 mm axial intervals to match the slice separation of the PET data, and used for attenuation correction.

9.3.2 Computer aided diagnostic tool training and validation

Automated analysis of the interictal FDG-PET records was performed in four stages. (1) First, each image was screened for gross structural and/or metabolic abnormalities by S.T.N., N.M.R., and/or W.T.K. (n=21). These excluded subjects are not reflected in the sample sizes quoted above. (2) NeuroQ (Syntermed, GA) was used to segment each brain into 47 regions of interest (ROIs) and then to calculate the average radioactivity in each ROI, normalized by the whole brain radioactivity (Supplemental Table 1). (3) The minimum redundancy-maximum relevancy (mRMR) toolbox for MATLAB (Mathworks, MA) was used to generate a ranked list of the ROI metabolisms (features) within each training set that were maximally relevant to the diagnosis of epilepsy and minimally redundant with all higher ranked features [5, 6]. The representative number of features to exclude and quantal levels was selected based on our method discussed previously [8, 293] (see below). In each of the training sets, the feature ranking was determined exclusive of the test patients data. We expect the ranked lists to be similar, but not identical, across training sets. For purely illustrative purposes, the full dataset was used to create the ranked list in Table 9.2. (4) Weka was used to implement leave-one-out cross-validation of a cost-sensitive Multilayer Perceptron
(MLP) that was weighted to maximize balanced accuracy, defined by the mean of sensitivity and specificity [292]. Using this method, we examined our ability to diagnose either LTLE or RTLE from NES and assessed our ability to diagnose and lateralize disease simultaneously. For the remainder of this manuscript, the latter tool that discriminates LTLE versus RTLE versus NES is called the trinary classifier. Similarly, the binary CAD tools are referred to by the laterality of epilepsy that is being detected. The comparison to NES is not stated, but can be assumed. We then compared our CAD tools performance to the results of MA alone.

9.3.3 Machine learning algorithmic details

The Multilayer Perceptron (MLP) was implemented with default parameters in Weka [292]. All input features were normalized to values between negative and positive 1. No limit was set on the number of hidden layers or nodes within each hidden layer. These parameters were optimized within each training set independently. The learning rate and momentum were set to 0.3 and 0.2, respectively. Five hundred epochs were used for training. During training, models with more than 20 consecutive errors were excluded. The trinary classifier was created by decomposing the three class problem into three 1-against-1 problems that were combined using majority voting. No three-way ties occurred during training or testing.

Balanced accuracy was optimized using a cost-sensitive classifier in which a false positive was given a cost of \( n^+ \) and a false negative was given the cost of \( n^- \), where \( n^+ \) and \( n^- \) represent the number of patients with epilepsy and non-epileptic seizures in the full sample, respectively. In the trinary classifier, the cost was set as the sum of the number of patients in the other two diagnostic classes.

Cyclical leave one out cross validation (CL1OCV) was used to assess the per-
formance of the MLP. In this paradigm, all but one patient was used to determine the features selected and train the algorithm. The single remaining patient is tested using the model built upon the other patients. The identity of the test patient is permuted until all patients have been the test case once and only once. To determine the number and identity of the input features, the mRMR algorithm requires the number of input features, \( F \), and quantal levels, \( Q \), be set a priori. For the calculation of mutual information, the features were smoothed into \( Q \) quantal bins akin to the bins in a histogram. Classification, however, utilizes unsmoothed features. The choice of input features smoothed into quantal levels was determined to be most representative of the performance of the algorithm across a wide variety of choices of \( F \) and \( Q \) [293]. This choice was made by selecting a point within a region of \( F-Q \) parameter space that performed significantly better than the naive classifier with 95% confidence based on random field theory correction where the spatial smoothness is estimated directly from the data (for more details, see [354, 355]). The naive classifier classifies all test exemplars as the most common class in the training set. Under the CL1OCV procedure, these input features were determined independently for each of the training samples. The illustrated rank order of features was calculated based on the full dataset, and does not necessarily match the rank list of any individual training sample.

When clinical information was incorporated into the algorithm, the same methodology was applied as above, except that all exemplars with missing data were excluded from analysis. In these additional analyses, we did not re-sample the parameter space of \( F \) and \( Q \). We simply used the selections determined in the previous analysis.

### 9.3.4 Manual analysis of PET and MRI records

Manual analyses of the iPET and sMRI records were performed based on the review of clinical records primarily written by Dr. Noriko Salamon. Dr. Sala-
mon has 10 years of experience in the pre-surgical assessment of epilepsy using FDG-PET and MRI. All manual interpretation was conducted for the clinical assessment of each patient when it occurred, prior to the CAD tool development. Therefore, Dr. Salamon was blinded to the automated results. Due to the unclear relationship between structural and metabolic abnormalities, asymmetries and epilepsy, all abnormal results were interpreted to be consistent with some form of epilepsy. Not all patients had sMRI (n=6) and iPET (n=1) reports available; therefore all analysis regarding MA of neuroimaging includes only patients with available records. These patients had raw iPET data available; they therefore were included in the automated analysis.

9.3.5 Combination of clinical information with computer aided diagnostic information

To examine the combined power of clinical knowledge, MA and our automated analysis, we assessed the linear correlation of detecting epilepsy with CAD compared to MA, and also incorporated clinical information and MA into our algorithm in two ways. First, the clinical literature suggests that patients with NES are more likely to be female, begin having seizures in the third decade of life, have a decreased duration of disease and have increased seizure frequency (Table 9.1). Although we did not see a significant difference seizure frequency within our dataset, we included this features to better match clinical practice. These clinical features were then added to the input and leave-one-out cross validation was repeated. Secondly, to explore how our computational methods can complement clinical wisdom, we included the results of MA of the iPET and sMRI as two additional input features and re-evaluated CAD performance. For the trinary classifier only, we split each of the features describing the iPET and sMRI MA to indicate if a left and/or right sided abnormality was reported.

To assess the applicability of our CAD as a separate modality that could
Table 9.1: This table reflects the clinical information known before the application of the CAD tool. All times are listed in years (y) unless otherwise specified by days (d), weeks (w), or months (m). Manual analysis of all patients’ iPET and sMRI were not done, therefore we list the number with available manual results. *, §, or ¶ indicate that the value for NES vs. LTLE, NES vs. RTLE, or LTLE vs. RTLE, respectively, is statistically significant from both the LTLE and RTLE groups with at least 95% confidence using a two-sample z-test of proportions or MannWhitney U test, where appropriate. No other differences are statistically significant ($p > 0.10$).

<table>
<thead>
<tr>
<th></th>
<th>NES</th>
<th>LTLE</th>
<th>RTLE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td>Mean ± SD</td>
<td>37 ±14*</td>
<td>38±12</td>
</tr>
<tr>
<td>Min-Max (Median)</td>
<td>16-76 (38)</td>
<td>18-54 (40)</td>
<td>17-67 (35)</td>
</tr>
<tr>
<td>N</td>
<td>32</td>
<td>39</td>
<td>34</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td>% Female±SE</td>
<td>78.1±7.3*§</td>
<td>53.8±8.0</td>
</tr>
<tr>
<td>Min-Max (Median)</td>
<td>106-40y (7)</td>
<td>6m-53y (21)</td>
<td>2y-48y(19)</td>
</tr>
<tr>
<td>N</td>
<td>32</td>
<td>39</td>
<td>34</td>
</tr>
<tr>
<td><strong>Duration of disease</strong></td>
<td>Mean ± SD</td>
<td>12±12§†</td>
<td>22±15</td>
</tr>
<tr>
<td>Min-Max (Median)</td>
<td>106-40y (7)</td>
<td>6m-53y (21)</td>
<td>2y-48y(19)</td>
</tr>
<tr>
<td>N</td>
<td>32</td>
<td>39</td>
<td>34</td>
</tr>
<tr>
<td><strong>Seizure frequency</strong></td>
<td>Mean ± SD</td>
<td>3.2/d ± 5.9/d</td>
<td>1.2/d ± 2.4/d</td>
</tr>
<tr>
<td>Min-Max (Median)</td>
<td>0.3/m-25/d (3/d)</td>
<td>0.2/m-11/d (1/w)</td>
<td>0.1/m-1/d (0.8/w)</td>
</tr>
<tr>
<td>N</td>
<td>32</td>
<td>39</td>
<td>33</td>
</tr>
<tr>
<td><strong>iPET manual</strong></td>
<td>% Positive±SE</td>
<td>18.8±6.9§†</td>
<td>76.9±6.7</td>
</tr>
<tr>
<td>N</td>
<td>32</td>
<td>39</td>
<td>33</td>
</tr>
<tr>
<td><strong>sMRI manual</strong></td>
<td>% Positive±SE</td>
<td>34.5±8.8§*§</td>
<td>73.7±7.1</td>
</tr>
<tr>
<td>N</td>
<td>29</td>
<td>38</td>
<td>32</td>
</tr>
</tbody>
</table>

be considered as part of the clinical assessment of epilepsy, we calculated the likelihood ratios (LRs) of each of the combinations of our CAD with MA of iPET and/or sMRI. This was done only for the binary classifiers, because likelihood ratios have a clear formulation only for binary outcomes. The likelihood ratio is defined by the likelihood that a patient with a certain combination of diagnostic outcomes has epilepsy, divided by the likelihood that the same patient has NES. Intuitively, a likelihood ratio of two implies that the patient is twice as likely to have epilepsy. The 95% confidence intervals of chance were calculated using exact binomial intervals by considering the likelihood ratio of a classifier that diagnosed patients according to their prior likelihood alone, conditioned upon the assumption that the same total number of patients would have the diagnostic outcome of interest. For example, 39 of 71 patients had LTLE when we discriminated between
LTLE and NES, therefore the median LR is 1.2. Thirty-five patients from the NES versus LTLE group had negative MA of their iPET. Therefore, we use a binomial distribution with 35 trials and success probability of 39 over 71 to yield a 95% confidence interval of 0.94-3.38.

9.4 Results

All of our results are compared to the gold standard diagnosis from the consensus panel. The clinical trial statistics of each of our automated diagnostic tool matched, but were not redundant with, expert manual analysis of both interictal PET and sMRI (Figure 9.1). All intervals reflect 95% confidence intervals and all p-values correspond to differences from a naive classifier. The binary CAD tool for RTLE had accuracy of 88% (69-90%), compared to the accuracy of MA of iPET (85%, [72-92%]) and sMRI (77%, [63-85%]). The binary tool for LTLE had accuracy of 83% (69-90%), compared to the accuracy of MA of iPET (79%, [66-88%]) and sMRI (70%, [56-81%]). The pattern in sensitivities, specificities and odds ratios all parallel this trend where our automated diagnostic tools are non-statistically superior to MA or iPET, which, in turn, are non-statistically superior to MA of sMRI (Figure 9.1). The accuracy of our trinary CAD tool that simultaneously diagnoses epilepsy and lateralize disease was 76% (66-84%), where 89% (77-96%) of patients correctly identified with epilepsy were also lateralized correctly. MA to diagnose and lateralize was 78% (69-86%) accurate with 89% (76-94%) correctly lateralized using iPET and 71% (61-80%) accurate with 91% (78-97%) correctly lateralized using sMRI.

The rank order of the features used in our algorithm parallel the clinical observation that the epileptogenic networks in LTLE are broader than in RTLE. The LTLE vs NES classifier achieved its performance by utilizing trends across almost the entire brain by including 42 of the 47 features in the final algorithm. In
Figure 9.1: CAD tool performance matches manual analysis. These figures indicate the accuracy, sensitivity and specificity of the LTLE (A), RTLE (B) and trinary (C) classifiers. The performance of our CAD tools matched that of MA and was superior to just using gender alone. The error bars indicate standard error of the mean performance for each measure. The translucent region indicates the performance of a naive classifier. *Indicates significant differences from the naive classifier with a confidence level of 95% or more.
Table 9.2: This table illustrates the top six informative and non-redundant regions of interest (ROIs) that may contribute to each of the CAD tools, as determined by the minimum redundancy-maximum relevancy criteria (mRMR)[5, 6]. The illustrated rank order of features was calculated based on the full dataset and does not necessarily match the rank list of any individual training sample. The leading L or R indicates left or right. The lowercase letters indicate inferior (i), lateral (l), median (m), anterior (a), and posterior (p). The lagging C signifies cortex. Note that the LTLE vs. NES and trinary classifiers include information from 42 and 30 ROIs, respectively. To better understand the benefit of mRMR, this list can be directly compared to the list of ROIs ranked by t-statistics in Table A1 in Appendix.

<table>
<thead>
<tr>
<th>mRMR rank</th>
<th>Region of Interest</th>
<th>LTLE vs NES</th>
<th>RTLE vs NES</th>
<th>Trinary</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Midbrain</td>
<td>R ila temporal C</td>
<td>R ila temporal C</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>L ilp temporal C</td>
<td>R ilp temporal C</td>
<td>L ilp temporal C</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>R ilp temporal C</td>
<td>L sensorimotor C</td>
<td>L sensorimotor C</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>L associative visual C</td>
<td>L sl temporal C</td>
<td>R ilp temporal C</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>L Broca's Region</td>
<td>R thalamus</td>
<td>R sl temporal C</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>L s frontal C</td>
<td>R i frontal C</td>
<td>R pm temporal C</td>
<td></td>
</tr>
</tbody>
</table>

In contrast, the RTLE vs NES classifier only needed to measure the metabolism in 6 regions—bilateral temporal cortex and two associated regions of cortex—to achieve its impressive performance (Table 9.2). As expected, the trinary classifier utilized an intermediate number of features to achieve its accuracy (30 of 47). The rank list of these features matches the biological intuition based on knowledge about the potential connectivity of epileptogenic networks (Table 9.2).

We then considered how this CAD information could be used in combination with clinical information or expert analysis. The squared correlation of our CAD tool with manually interpreted iPET was 0.25 (0.09-0.43), 0.32 (0.17-0.54) and
0.34 (0.17-0.46) for the LTLE, RTLE and trinary classifiers, respectively (Figure 9.2). The squared correlation of our tool with manually interpreted sMRI was 0.07 (0.001-0.23), 0.21 (0.06-0.40) and 0.11 (0.02-0.25) for the LTLE, RTLE and trinary classifiers respectively. For comparison, the squared correlation between manually interpreted iPET and sMRI was 0.17 (0.06-0.33).

Figure 9.2: CAD tool is not redundant with manual analysis. The squared correlation of our CAD tools’ results with those of MA of the iPET or sMRI from the same patients was below 50%. This indicates that while some information is shared, the majority of information provided by our CAD tools is not captured by MA. The correlation between MA of iPET and sMRI is similar in magnitude to the correlation of CAD with MA, therefore the CAD could potentially be seen as similar to another informative modality. *Indicates significant differences of the correlation from zero with a confidence level of 95% or more.

When the same automated analysis was used to combine clinical findings with our iPET data, performance did not change significantly. After the four clinical factors were added to the input of our tools, the accuracy changed to 79% (66-88%), 68% (56-79%) and 64% (54-73%) for the LTLE, RTLE and trinary classi-
fiers, respectively (Figure 9.3). These accuracies do not substantively change when only sex and duration of disease were considered (results not shown). Adding the results of MA of both iPET and sMRI to our iPET data changed the accuracy to 82% (73-91%), 77% (67-88%) and 68% (59-77%) for the LTLE, RTLE and trinary classifiers, respectively. When all information sources contribute to the algorithm, the accuracy changed to 77% (68-88%), 74% (64-85%) and 76% (68-84%) for the LTLE, RTLE and trinary classifiers, respectively.

We combined the results of MA were combined with our CAD tool manually using likelihood ratios. After doing so, the likelihood was generally only significant if all considered modalities agreed. Viewed alone, MA and our CAD increased the likelihood of the predicted outcome between two and nine-fold \( p < 0.02 \); Figure 9.4A). When two analysis streams were combined, if both analyses agreed, the likelihood of the predicted outcome was increased between eight and 27 fold \( p < 3 \times 10^{-4} \); Figure 9.4B and 9.4C). If all three analyses agreed, the likelihood of the predicted outcome increased more than 15 fold \( p < 1.3 \times 10^{-5} \); Figure 9.4D). However, in most cases, if there was any disagreement, the likelihood did not change significantly, most probably due to the small numbers of patients with each potential outcome. There are two key exceptions: (1) Given iPET results indicating NES over RTLE using either MA or CAD, the sMRI could be largely ignored \( p < 1.1 \times 10^{-2} \). (2) If both MA and CAD of iPET agreed that a patient suffered from LTLE and not NES, the sMRI results could be similarly ignored \( p < 3.3 \times 10^{-2} \).

9.5 Discussion

These results demonstrate how our CAD tool has the potential for clinically application, while also confirming and elucidating the distributed effects of epilepsy on the entire brain. Our CAD tools diagnostic performance of TLE matches, but is
Figure 9.3: Automated combination of clinical information with automated analysis of iPET images. The automated combination of clinical information and/or MA with our analysis produced no significant change in performance for the LTLE (A), RTLE (B) or trinary (C) classifiers, relative to the CAD operating on automated values alone. The unshaded bars indicate the performance of similarly constructed CAD tools using clinical information or the results of MA alone. The shaded bars indicate the modified performance when information from NeuroQ is added. The horizontal line indicates the mean accuracy of each CAD tool without clinical information. The translucent region indicates the performance of a naive classifier.
Figure 9.4: Combination of clinical information and CAD results using likelihoods. Columns in this log plot above 1 indicate that the seizures are more likely to be epileptic whereas the columns below 1 indicate a non-epileptic etiology is more probable. (A) Illustrates the positive and negative likelihood ratio of each analysis method considered individually. (B,C) Illustrate the likelihood ratios of each possible outcome when two analysis methods are combined. (D) Indicates the likelihood ratios of each possible outcome when all analysis methods are combined. If all modalities agree, the likelihood non-significantly increases with the addition of each modality. However, if there is disagreement, the likelihood ratio is generally not significantly different from chance. The translucent bars indicate the 95% confidence interval for chance with the relevant sign (see Materials and Methods). The numbers above the translucent bars indicate the total number of patients with each outcome. The bars that go off the scale of the graph diverge toward zero or infinity because no patients of a certain class had that outcome. *Indicates significant differences of the correlation from zero with a confidence level of 95% or more.
not redundant with, expert manual analysis of iPET and sMRI. When considered in the context of recent reports of CAD tools for epilepsy based on structural MRI and interictal EEG data [26, 27, 28, 8], CAD is proving especially applicable to epilepsy. Further, if more work confirms the hypothesis that metabolic changes in iPET are observable before the structural changes in sMRI, our iPET tool may have better clinical utility than these existing sMRI tools. In contrast to MA, this and other CAD tools can be quickly and efficiently applied by minimally trained technicians, emergency physicians and primary care providers as preliminary analysis of the iPET images [89, 62]. The performance of MA can vary with experience and fatigue of the observer; automated tools are consistent over time. Upon further validation, these CAD results could also be incorporated into the consensus diagnoses with minimal cost if iPET already has been obtained.

9.5.1 Clinical Impact

Our CAD tools could provide valuable clinical information that may help readily identify which treatments may be effective in patients who present with uncharacterized, and/or medication refractory seizures [8, 89]. In particular, 15 of our 105 patients were admitted twice to achieve definitive characterization or localization of their seizures. The appropriate binary classifier correctly diagnosed 12 (80%) of these challenging patients. This valuable information might reduce the need for multiple video-EEG admissions. Additionally, 28% (9/32) of our PWN were admitted for improved characterization of their previously-diagnosed “epilepsy,” and 16% (12/73) of our PWE were admitted for the differential diagnosis of epilepsy, indicating that non-epileptic etiologies were not ruled out sufficiently. The trinary CAD effectively diagnosed 67% (14) of these particularly challenging patients. Despite this impressive performance, the ultimate goal of CAD, however, is to complement not replace manual analysis.
9.5.2 Combination of automated analysis with clinical wisdom

Our finding that performance almost uniformly, but non-statistically, decreased when the automated algorithm incorporated clinical information indicates that automated analysis cannot and should not replace manual interpretation across information modalities. We suspect that this performance decreased due to ineffective modeling of the contribution of the clinical information and over-fitting. The statistical distribution of the clinical factors was very different from the metabolic data therefore the same model likely cannot effectively utilize both modalities. The efficient incorporation of multimodality information into machine learning is an active area of theoretical research, and well-validated methods are not yet available. Now that CAD tools using interictal EEG [8], structural MRI [26, 27, 28] and iPET have been published, we believe it will be extremely exciting to assess how these various tools can be combined.

We expected that the best performance would be achieved when our CAD is used synergistically with MA. The low correlations between the CAD results and MA suggest that our CAD tool provides information that is not evident on visual inspection. These results emphasize that PET is not redundant with MRI [356]. Physicians could learn to view CAD as analogous to another imaging modality that provides valuable, but not perfectly diagnostic, clinical insight. This synergistic application of computer aided diagnosis after manual interpretation already has proven beneficial in the detection of lung nodules by the FDA and is an active area of translational research [89, 156]. The key differences between MA and automated analysis are the ability to entirely ignore certain pieces of data, and to rule that the results are inconclusive.

The results summarized above, and the likelihood ratios for each analysis stream individually, show that both MA and CAD are useful clinically. If the analysis streams agree, the diagnostic certainty increases substantially, but at a
cost: as more analyses are added, more patients have inconclusive results because the analyses did not agree, and the likelihood ratios are not significant. Even though our sample size is large compared to other studies of this type, there were not enough patients in our dataset with each diagnostic outcome to explain the clinical implication of disagreeing analyses adequately. This matter of inconclusive results is a common challenge faced in clinical practice. Physicians struggle regularly with those types of decisions. When MA of iPET and sMRI are combined, they need to agree to yield meaningful results. However, our analysis shows that in some specific cases, if both the MA and CAD of iPET agree, the sMRI is not needed. This parallels the finding we suggested above: iPET may be more clinically useful than sMRI to diagnose and lateralized epilepsy. The hypometabolic abnormality may be present earlier in disease [338, 339, 340, 341, 308, 342, 343, 344, 239, 345, 346, 241, 347, 348, 22, 235, 349, 309, 350, 23, 336, 351, 352, 353], and it may provide slightly more accurate disease characterization, as seen in our dataset. In settings where the PET scanner is not combined with the MRI scanner, and/or when the cost of imaging is a limiting factor (both common occurrences) the effective application of our CAD could result in substantial cost savings.

9.5.3 Pathophysiological Insights

Our methods also reveal a potential difference in the pathophysiology of left versus right TLE. This may help explain why CAD tools perform slightly better when diagnosing RTLE compared to LTLE [26, 27, 28]. The finding that mostly bilateral temporal ROIs, the right inferior frontal cortex and left sensorimotor cortex provide non-redundant diagnostic information for RTLE is consistent with the clinical wisdom that the epileptogenic network in RTLE is more focal than in LTLE. The inclusion of temporal regions echoes the conventional wisdom that focal hypometabolism and asymmetry reflect characteristic changes due to epilepsy.
This suggests that conservative resection of the temporal lobe may result in increased rates of seizure freedom in RTLE compared to LTLE due to complete resection of the SOZ. Further, seizures that originate in the left temporal lobe may secondarily generalize more frequently in LTLE. These differences have not yet been studied clinically.

The trends in the extratemporal regions included in the algorithms suggest that the primary lesion may induce metabolic changes in functionally or anatomically associated regions. This is substantiated further by the finding that almost all regions of the brain provide informative diagnostic information in LTLE. This in turn mirrors the increased stereotypic connectivity of the left temporal lobe. Even though the interconnectivity of the right hemisphere is higher than the left hemisphere, the left hemisphere has strong connections between specialized foci [325, 326, 327]. We hypothesize that the SOZ may induce abnormal metabolism along these strong, stereotyped connections. This change cannot be attributed to language specifically in our dataset because we did not identify the laterality of language dominance in our patients. Compared to our t-statistics ranking, it may seem surprising that the metabolism of the midbrain was ranked first by mRMR for LTLE versus NES. This rank may indicate a nonlinear change in the metabolism within the dorsal midbrain anticonvulsant zone, which has itself been identified in animals to be part of the network that modulates seizure threshold [357]. The exact relationship between epilepsy and midbrain metabolism is unclear, however. The lack of distributed atrophy in LTLE measured by sMRI suggests that these changes are not associated with distributed cell death or gliosis [26, 27, 28]. Instead, we hypothesize that this change instead reflects abnormal metabolism in these regions due to altered neural connectivity and/or activity secondary to the epileptogenic lesion. This is supported by the finding that LTLE was associated with more changes in functional connectivity than RTLE was [306]. This also explains why we observed metabolic changes in the right thalamus in
RTLE: recent work demonstrates that the connectivity of the right thalamus with the right hippocampus is reduced in RTLE [303]. The presence of such distributed changes also supports the finding that the size of the hypometabolic lesion visualized on PET may be larger than the SOZ [240, 310, 311]. It is particularly interesting to note that the extent of these distributed changes is underappreciated by t-statistics comparing LTLE to NES. This indicates that there is a complex, likely nonlinear, relationship between the metabolism of the hypometabolic lesion and its associated tissue that may be better understood by mutual information.

The inclusion of the contralateral hippocampus in both of the binary classifiers lends itself to multiple interpretations that are all supported by biologically sound hypotheses. Firstly, a salient feature of LTLE or RLTE could be asymmetric metabolism, as suggested clinically; therefore the metabolism of the contralateral hippocampus was compared to the observed metabolism in the ipsilateral hippocampus. Alternatively, the interhemispheric connectivity between the hippocampi is high, therefore under our hypothesis that changes in metabolism spread according to functional connections, the metabolism in the contralateral hippocampus may be one of the first induced changes due to the epileptic lesion. Lastly, if LTLE and RTLE are inherently bilateral diseases then the metabolism in the contralateral hippocampus may also be abnormal. This also provides an explanation for why LTLE and RTLE were not perfectly distinguished.

In addition to diagnosing epilepsy, our algorithm lateralized disease efficiently with an accuracy of approximately 90 percent when epilepsy was diagnosed correctly. This impressive accuracy could be clinically useful for pre-surgical planning, when used in combination with other clinical and radiological information. Although our current sample size is too small to fully assess this potential fully, our results suggest that similar methodology could be applied to a larger dataset with more diverse and specific SOZ localizations to yield an objective and reliable tool to assist in pre-surgical SOZ localization. Our data suggest that this
approach likely would identify and utilize distributed metabolic findings associated with each epileptic lesion to improve performance. Instead of blurring the boundary of the SOZ by detecting affected tissue outside the SOZ, the improved understanding of these distributed effects may lead to more refined characterization of this clinically vital SOZ. However, the spatial resolutions of our outcome classes were insufficient to assess the utility of this method directly to identify candidate lesions for resective surgery.

While our lateralization accuracy is exciting, there is also a potential clinical interpretation of the patients who were falsely lateralized. Functional connectivity between the temporal lobes is particularly strong. In a minority of patients, this connectivity allows epileptogenic activity to spread quickly from the seizure onset zone to the contralateral temporal lobe on EEG, resulting in the appearance of either bilateral or falsely-lateralized disease. Similarly to the distributed networks discussed above, this high degree of functional connectivity also may induce metabolic abnormalities in the contralateral temporal lobe that may be indistinguishable from the primary lesion. This hypothesis can be tested by comparing these falsely-lateralized patients to patients with bilateral temporal lobe epilepsy. This comparison requires a detailed methodological treatment of non-mutually exclusive classes in machine learning and therefore lies outside the scope of the current manuscript.

To characterize these and other pathophysiologic insights, most studies utilize healthy neurologically normal controls. In contrast, we prefer the use of PWN as our control group. In brief, when constructing a control group, one aims to match the patients in the pathologic group in all aspects other than the pathology. In contrast to neurologically normal controls when compared to PWE, PWNs have been exposed similarly to AEDs and other medications, have increased prevalence of TBI and some other risk factors for epilepsy [265], have regular and frequent meetings with health care providers, and have much more strict inclusion criteria.
Lastly, and perhaps most importantly, physicians do not consider whether all of their patients have epilepsy; they assess only the patients with seizures. Therefore, in our opinion, the use of PWN as the control group is a benefit in of our study because it maximizes the clinical relevance of our results while simultaneously improving its statistical selectivity.

9.5.4 Limitations and future directions

Because our retrospective dataset was collected as part of clinical care, our approach has a few important limitations. The accuracy of MA reported in our patients is worse than the rates quoted in previous literature [22, 309, 23]. Given UCLA’s status as a tertiary referral center, the decrease in manual accuracy likely indicates that our patients had more heterogeneous etiologies and/or were more complex and difficult to diagnose than other centers. This suggests that our CAD tool may perform better on other datasets. Our iPETs and MRIs were collected on varying cameras with varying resolutions. This demonstrates the flexibility of our automated analysis using NeuroQ. The efficacy of the MA of older and limited resolution data may not be comparable to that of more current and higher resolution data. After establishing the efficacy of our method, we plan to both validate our tool prospectively on data from other centers, and to incorporate multi-center data into our algorithm to further improve its performance. Additionally, we only discuss the combination of CAD results with independently derived MA. Future work will examine the efficacy of CAD tools informed by MA and vice versa.

Critics of our approach might claim that the significant gender and age difference of the patients with NES compared to patients with epilepsy may lead to our CAD simply detecting the age and/or gender of the patients. While we do not expect this to be the case for RTLE, the utilization of language areas by the LTLE classifier might reflect differences in gender, and not epileptogenic pathology. However, the performance of our CAD was significantly higher than
when clinical information was used directly, therefore the algorithm utilized more information than just clinical data to achieve its strong performance. These significant differences in clinical factors largely mirror the observed differences in clinic; therefore our dataset better matches the population for which our CAD tool would be applied. The only notable exception is the significant age difference between LTLE and RTLE, which was unexpected. Due to the naturalistic nature of our data collection scheme, we did not correct for this difference. However, we note similarly to the NES group, the use of age alone was significantly worse than our tool and the addition of age to the iPET data to control for its effect did not significantly change performance.

Another key caveat to the direct clinical application of our tool to clinical practice is the fact that epilepsy is an extremely heterogeneous disease. The generalization of our method to bilateral temporal lobe epilepsy (TLE), extratemporal foci and multifocal epilepsy will be critical before it can be incorporated into clinical practice. In particular, even though non-epileptic seizures mimic all types of seizures, it is uncommon for TLE to be mistaken for NES. Instead, it is more common that non-epileptic seizures appear to have a focus in frontal cortex [358]. Therefore, the literature suggests that the highest impact CAD tool would discriminate between frontal lobe epilepsy and NES and another, separate tool could be used to lateralize TLE. Based on our results above (see section 4.1), we believe that our TLE-specific tool may be clinically applicable. For the first publication demonstrating the applicability of computer aided diagnosis based on iPET data, we chose to focus on the diagnosis and lateralization of TLE, based, based on prior findings that the sensitivity of iPET is highest for TLE. Our future work then can address generalizing our methods to the other epilepsies, including bilateral TLE and frontal lobe epilepsy.


9.6 Conclusion

Despite a few caveats, and upon further validation with data from other centers, our automated methods could provide unique information for the effective and efficient characterization of epilepsy, with the potential to decrease the fraction of patients with non-epileptic seizures that are being treated (inappropriately) with AEDs, and to more quickly triage patients with medication refractory epilepsy towards surgical intervention. This may help achieve the ultimate goal: a global reduction in seizures [32].
CHAPTER 10

Multimodal diagnosis of epilepsy using conditional dependence and multiple imputation
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10.1 Abstract

The definitive diagnosis of the type of epilepsy, if it exists, in medication-resistant seizure disorder is based on the efficient combination of clinical information, long-term video-electroencephalography (EEG) and neuroimaging. Diagnoses are reached by a consensus panel that combines these diverse modalities using clinical
wisdom and experience. Here we compare two methods of multimodal computer-aided diagnosis, vector concatenation (VC) and conditional dependence (CD), using clinical archive data from 645 patients with medication-resistant seizure disorder, confirmed by video-EEG. CD models the clinical decision process, whereas VC allows for statistical modeling of cross-modality interactions. Due to the nature of clinical data, not all information was available in all patients. To overcome this, we multiply-imputed the missing data. Using a C4.5 decision tree, single modality classifiers achieved 53.1%, 51.5% and 51.1% average accuracy for MRI, clinical information and FDG-PET, respectively, for the discrimination between non-epileptic seizures, temporal lobe epilepsy, other focal epilepsies and generalized-onset epilepsy (vs. chance, p<0.01). Using VC, the average accuracy was significantly lower (39.2%). In contrast, the CD classifier that classified with MRI then clinical information achieved an average accuracy of 58.7% (vs. VC, p<0.01). The decrease in accuracy of VC compared to the MRI classifier illustrates how the addition of more informative features does not improve performance monotonically. The superiority of conditional dependence over vector concatenation suggests that the structure imposed by conditional dependence improved our ability to model the underlying diagnostic trends in the multimodality data.

10.2 Introduction

The diagnosis of seizure disorder is challenging, and relies on the effective integration of multiple streams of information, or modalities. Clinicians must combine clinical information, obtained through the clinical interview, with various technological modalities including, but not limited to, scalp electroencephalography (EEG), structural and diffusion magnetic resonance imaging (MRI), and fluorodeoxyglucose positron emission tomography (PET). Each modality provides in-
complete but complementary information upon which a diagnosis can be built, and each modality has its own limitations. Clinical information depends typically upon accurate reporting from patients and/or caregivers who are untrained observers, and some work has shown that their reports are no more accurate than random guessing [63]. Neuroimaging relies on the development of observable structural and/or metabolic abnormalities that are associated, but not necessarily by cause or effect, with epileptogenic regions. Based on analysis of these factors, clinicians are able to provide effective treatment for two-thirds of patients with seizure disorder.

When a patient has failed two or more antiepileptic drugs (AEDs), or the etiology of the seizures is unclear, they are admitted for long-term video-EEG monitoring. During these admissions, 20 to 30% of patients with medication-resistant seizure disorder are found to have non-epileptic seizures [8]. For those patients with epilepsy, the goal of long-term monitoring is to determine if the seizures have focal or generalized onset and, if the seizures have focal onset, determine where the focus is and if it is surgically resectable [359]. Each of these determinations leads to changes in the treatment plan to target the cause of the seizures more effectively.

Our objective in designing computer-aided diagnostic tools (CADTs) is to improve diagnostic accuracy and certainty by providing information complementary to clinicians’ judgment. This has the potential to decrease the cost of and time to diagnosis by providing clinicians’ information that they would not otherwise have access to. Due to the inherently multimodal nature of the diagnosis of epilepsy, we focus on how to develop effective multimodal CADTs using the information available to clinicians.

In this manuscript, we assess the efficacy of two methods of multimodal learning: vector concatenation (VC) and conditional dependence (CD), with simplified
Table 10.1: Summary of the most prevalent features in each diagnostic group, prior to multiple imputation. Abbreviations: Temporal Lobe Epilepsy (TLE), Other Focal Epilepsy (OFE), Generalized-onset epilepsy (Gen), Unspecified-onset Epileptic Seizures (UES), Non-Epileptic Seizures (NES), Magnetic Resonance Imaging (MRI), fluoro-deoxyglucose Positron Emission Tomography (PET).

<table>
<thead>
<tr>
<th>mean (standard error of the mean)</th>
<th>TLE</th>
<th>OFE</th>
<th>Gen</th>
<th>UES</th>
<th>NES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female (%)</td>
<td>51 (3)</td>
<td>60 (5)</td>
<td>53 (7)</td>
<td>49 (6)</td>
<td>71 (3)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>38.1 (0.8)</td>
<td>33.5 (1.4)</td>
<td>32.3 (2.0)</td>
<td>34.5 (1.7)</td>
<td>38.4 (1.2)</td>
</tr>
<tr>
<td>Duration Seizure Disorder ($\log_{10}$ year)</td>
<td>1.074 (0.033)</td>
<td>1.065 (0.044)</td>
<td>1.002 (0.072)</td>
<td>0.959 (0.082)</td>
<td>0.464 (0.066)</td>
</tr>
<tr>
<td>Seizure Frequency ($\log_{10}$ Seizures/month)</td>
<td>0.787 (0.049)</td>
<td>0.988 (0.083)</td>
<td>0.789 (0.132)</td>
<td>0.807 (0.100)</td>
<td>1.148 (0.069)</td>
</tr>
<tr>
<td>History of Stroke (%)</td>
<td>3 (1)</td>
<td>5 (2)</td>
<td>6 (3)</td>
<td>8 (3)</td>
<td>9 (2)</td>
</tr>
<tr>
<td>History of Febrile Seizures (%)</td>
<td>16 (4)</td>
<td>18 (4)</td>
<td>12 (6)</td>
<td>13 (4)</td>
<td>9 (3)</td>
</tr>
<tr>
<td>History of Neurotrauma (%)</td>
<td>35 (4)</td>
<td>31 (4)</td>
<td>24 (6)</td>
<td>25 (5)</td>
<td>36 (4)</td>
</tr>
<tr>
<td>History of Neuroinfection (%)</td>
<td>16 (4)</td>
<td>8 (3)</td>
<td>3 (3)</td>
<td>8 (4)</td>
<td>16 (3)</td>
</tr>
<tr>
<td>Abnormal MRI (%)</td>
<td>68 (4)</td>
<td>56 (5)</td>
<td>41 (7)</td>
<td>49 (6)</td>
<td>24 (3)</td>
</tr>
<tr>
<td>Abnormal PET (%)</td>
<td>71 (4)</td>
<td>48 (5)</td>
<td>36 (8)</td>
<td>43 (6)</td>
<td>26 (6)</td>
</tr>
<tr>
<td>Mesial Temporal Sclerosis (%)</td>
<td>68 (4)</td>
<td>34 (5)</td>
<td>27 (6)</td>
<td>35 (5)</td>
<td>10 (2)</td>
</tr>
<tr>
<td>Other MRI Findings (%)</td>
<td>45 (4)</td>
<td>48 (5)</td>
<td>37 (7)</td>
<td>41 (6)</td>
<td>22 (3)</td>
</tr>
<tr>
<td>Temporal Hypometabolism (%)</td>
<td>60 (4)</td>
<td>29 (3)</td>
<td>33 (8)</td>
<td>37 (6)</td>
<td>18 (5)</td>
</tr>
<tr>
<td>Other PET Findings (%)</td>
<td>27 (4)</td>
<td>27 (5)</td>
<td>13 (5)</td>
<td>13 (4)</td>
<td>11 (4)</td>
</tr>
</tbody>
</table>

Data from clinical information (CI), MRI and PET. Vector concatenation represents a purely information theory perspective that relies on algorithms to discover the relationships between modalities. For other applications, VC has resulted in decreased performance relative to single modality models, likely due to overfitting and the “curse of dimensionality.” CD attempts to overcome these limitations by considering each modality sequentially [360]. CD also models clinical practice, where clinicians make a preliminary diagnosis based on the clinical interview, then look to technological data to modify that initial impression.

10.3 Methods

All 645 selected patients with medication-intractable seizures were admitted to the University of California, Los Angeles adult (age 13-88) video-EEG epilepsy monitoring unit (UCLA EMU) between the years of 2006 and 2013. Patients were split according to their definitively diagnosed etiology: temporal lobe epilepsy (TLE,
n=235), other focal-onset epilepsy (OFE, n=109), generalized-onset epilepsy (Gen, n=50), unspecified epilepsy (UES, n=81) and non-epileptic seizures (NES, n=170). Patients diagnosed with unspecified epilepsy had confirmed epilepsy, but the seizure onset zone was not determined. Definitive diagnosis was based on consensus panel review of long term scalp video-EEG, MRI, FDG-PET, clinical history, physical and neurologic exam, and/or neuropsychiatric testing. Not all patients underwent all studies. Patients with prior neurosurgery, those with inconclusive video-EEG results, and events suspicious for mixed NES and epilepsy seizure disorder were excluded from analysis (n=219). This work was approved by the UCLA Institutional Review Board and was consistent with the Helsinki declaration. Written informed consent was obtained from all patients (or guardians of patients).

Our analysis focused on three modalities: CI, MRI and PET. All data were acquired as part of the patients’ clinical care according to the resources available at the time of care. Simple clinical information was extracted, including age, gender, duration of seizure disorder prior to neuroimaging, seizure frequency and a history of clinically suspected stroke, febrile seizures, focal or generalized neurotrauma, and neuroinfection. For patients with multiple neuroimages, only the most recent, pre-operative scan of each modality was included. Neuroimaging results were based on review of clinical records written primarily, but not exclusively, by Dr. Noriko Salamon, who is an expert in the interpretation of neuroimaging for the diagnosis and pre-surgical assessment of epilepsy. The MRI findings were simplified into binary indicator variables for extratemporal FLAIR or T2 hyperintensities, evidence of mesial temporal sclerosis, mass/space occupying lesion, encephalomalacia, cavernoma/hemangioma/angioma, cortical dysplasia, ischemic changes, gliosis, grey or white matter heterotopia, diffuse atrophy, focal extratemporal atrophy, meningioma, encephalocele, non-specific tumor, edema, vascular abnormality, cortical thickening, tubersclerosis, unspecified le-
sion, cerebellar tonsil ectopia, abnormal gyration/sulcus structure, neurocystocer-
cosis, hydrocephalus, and other MRI finding. The PET findings were simplified
into indicators for hypo- or hyper-metabolism in the temporal lobe, frontal lobe,
occipital lobe, parietal lobe, insula, diffuse cerebral cortex, cerebellum or whole
brain diffuse hypometabolism, as well as foci of abnormal metabolism (i.e. high
metabolism in white matter). Both neuroimaging modalities also included an
aggregate indicator of abnormal findings.

Our data were extracted entirely from real-world clinical archives; not all data
values were available for all patients. For the purposes of data imputation, we
split the missing data into two groups. Duration of seizure disorder (0.5% miss-
ing) and seizure frequency (7% missing) were considered to be missing completely
at random (MCAR), because these variables clearly are defined for every patient,
and there was no trend in percent missing in any diagnostic subgroup. In contrast,
if the clinical notes did not mention a historical factor (i.e., neurotrauma), we as-
sumed that the patient had no history of this factor because the clinician is biased
to report a historical factor if it exists. Overall 624 (97%) and 486 (75%) patients
had MRI and PET records, respectively. The presence or absence of neuroimaging
was not a significant predictor of diagnosis, when other clinical factors were taken
into account (data not shown). Therefore, we assumed that this data was MCAR.
We multiply imputed the data 20 independent times using the mi package in R
[361]. Based on their theoretical and observed distribution, duration and seizure
frequency were log transformed to maintain linearity. For the neuroimaging, there
was insufficient information to impute each individual abnormality, therefore only
the aggregate abnormality indicator for each modality was imputed. Separate
analysis was conducted on each imputed dataset and results were aggregated with
respect to the within and between imputation variance [362].

All classifications were based on C4.5 decision trees in Hall2009 [228] with
leave-one-out cross-validation (LOOCV), and performance was compared to chance
distributions determined by permutation tests. Briefly, at each node, the C4.5
finds the feature and threshold that maximizes the normalized information gain.
In LOOCV, one patient is excluded from all training. Once the decision tree is
built, its performance is assessed on this “unseen” patient. For each method, we
evaluated the overall accuracy, sensitivity for each diagnostic class (TLE, OFE,
Gen, UES, NES). UES patients were considered correctly classified if they were
predicted to have any type of epilepsy, but not NES. All other patients were
considered misclassified if they were predicted to have UES. This penalty was
reflected in the cost matrix of the C4.5 classifier. To compare multiple classifiers
head-to-head we calculated the paired performance change, where the difference
in accuracy is paired within patient, then averaged across patient because the per-
formance on each patient cannot be assumed to be independent across classifiers.
The null distribution for all performance measures was calculated by conducting
the same analysis (imputation, training, LOOCV and aggregating results across
imputed datasets as in [362]) on data with permuted diagnostic labels, without
replacement. At least 100 permutations were done on each imputed dataset. The
rank order of performance measures from the permutations were used as as em-
pirical markers for the 1% quantile bins of each chance, or null, distribution used
to determine significance, because the permuted labels had no relation to the
underlying diagnostic class.

We compared VC and CD. VC ignores the modality structure and treats all fea-
tures as components of one large model. CD, otherwise known as “stacking” [360],
classifies each patient into discrete, multivariate classes based on each modality
individually in a specified order. Intuitively, for each test case the classifier gives
a preliminary diagnosis based on the first modality. Then, a second layer classifier
is learned from all training samples that also were classified as that same prelim-
inary diagnosis, either correctly or incorrectly. To frame this theoretically, Bayes
Theorem states that:

\[ P(Dx|Data_{M1,M2}) \propto P(Data_{M1,M2}|Dx)P(Dx) \]  \hspace{1cm} (10.1)

where \( Dx \) and \( Data \) indicate the diagnosis and data, respectively. In CD, we factor \( P(Dx|Data_{M1,M2}) \) by each modality to get:

\[ P(Dx|Data_{M1,M2}) \propto P(Data_{M2}|Dx,Data_{M1}) \cdot P(Data_{M1}|Dx)P(Dx) \]  \hspace{1cm} (10.2)

where \( M1 \) and \( M2 \) indicate two modalities, in order. Therefore, \( P(Data_{M2}|Dx) \) is conditionally dependent on \( Data_{M2} \). Although we have described two-modality CD, this reasoning can be extended to apply to \( m \) modalities for any positive integer \( m \). The final predicted diagnosis is the diagnosis that maximizes this likelihood, given the data and the classification model used to estimate the probabilities.

10.4 Results

The LOOCV accuracy and per-class sensitivity, taking into account the multiple imputations [362], of the single and multimodality classifiers is illustrated in Figure 10.1. The accuracy of the single modality classifiers was 53.1%, 51.5%, and 51.1% for MRI, CI, and PET, respectively. The accuracy of VC was 39.2% and 37.7% using MRI+PET+CI and just MRI+CI, respectively. The accuracy of CD was 58.7%, 56.6%, 52.9%, and 51.8% when modalities were considered in the order MRI→CI, CI→MRI, MRI→PET→CI, and CI→MRI→PET, respectively. All accuracies were significantly better than chance (\( p<0.01 \)) except the MRI+CI, MRI→PET→CI, and MRI→CI (\( p>0.1 \)). All pairwise comparisons revealed that all classifiers were superior to vector concatenation (\( p<0.01 \)), but no other pairwise comparisons were significant (\( p>0.08 \)).

Table 10.1 illustrates the distribution of the considered diagnostic features,
Figure 10.1: Overall accuracy (A) and per-class sensitivity (B) of each classifier. Error bars reflect binomial theoretical standard error bars, with multiple imputation. Red shading reflects the 95% quantile bounds from permutation tests. Vector concatenation and conditional dependence are indicated by + and -, respectively. For conditional dependence, the order of modalities is read from left to right. Abbreviations: Clinical information (CI).
10.5 Discussion

In real-world applications, combining information from multiple modalities does not always improve accuracy; this combination must consider the statistical and practical limitations inherent in modeling high dimensional data. Conditional dependence (CD) was superior to vector concatenation (VC) in overcoming these limitations, but did not result in a significant improvement over the single best modality classifier: the MRI.

The efficacy of CD relies on efficiently splitting the patients into more homogenous subgroups. The curse of dimensionality states that as the number of dimensions increases the number of samples needed to achieve the same sampling density increases exponentially. This curse can be overcome if the data truly exist in a lower dimensional subspace. This can occur when there are subgroups of patients within each diagnostic class that are more similar to each other, and therefore are distributed over a relatively limited region of feature space. These subgroups can be discovered using hypothesis-driven methods like CD, or through data-driven “committee-of-experts” methods that we will examine in the future. We hypothesize that, when applied in the most efficient order (neuroimaging first), CD identifies subgroups of patients with similar etiology. The relatively simple clinical variables then can identify if the clinical presentation of this etiology matches with the expected presentation of patients with similar etiologies. In particular, this order is interesting because it is the opposite of how clinicians diagnose patients. This illustrates how the ideal structure of automated computer analysis may differ from how clinicians’ diagnose, due to the relative strengths of each analysis method. This reflects our belief that CADTs cannot, and should
not, replace clinicians’ expertise.

Even though neuroimaging-first produced higher accuracies than CI-first, this was not significantly higher than the accuracy on permuted diagnostic labels. Variation of chance between 36% \( \left( \frac{n_{\text{TLE}}}{n_{\text{total}}} \right) \) and 49% \( \left( \frac{n_{\text{TLE}} + n_{\text{UES}}}{n_{\text{total}}} \right) \) was expected due to the latent structure of the data and classifiers naively diagnosing all patients as the most common class (TLE), which also was considered correct for patients with UES. However, chance accuracies of 58% for the neuroimaging-first CD classifiers seem inflated, for a number of reasons that can and should be explored. For instance, latent structure of the data could have been used to identify coherent subclasses that the randomly permuted diagnostic labels did not break up. This exploration is outside the scope of this short manuscript.

While most of our diagnostic accuracies were significantly above chance, they were too low to be readily applicable to clinical medicine. We expect that CADT performance would improve by including more detailed clinical information, including ictal semiology and co-morbidity profile; as well as integrating in automated MRI- and/or PET-based CADTs that utilize features not appreciated by radiologists (i.e. \([27, 26, 28, 7]\)). However, the addition of these other diagnostic features could magnify the problem of the curse of dimensionality. We, therefore, chose to focus first on simplified, high-salience features to assess multimodal classification methods.

To develop this CADT, we relied solely on archived clinical data from a tertiary epilepsy center, which has its benefits and limitations. The primary benefit is that the information we used reflects the information that would be available in clinic. This ensures that the CADT performance on this data is more similar to how the CADT would perform when applied in a similar setting, at the cost of accurately describing the underlying pathology \([81]\). As discussed above, the clinical information may be misreported, and radiologists cannot determine the epileptogenic region in all patients. Therefore, even though our CADTs may
be clinically applicable, these observed trends may or may not reflect the true pathologic process of disease.

Archived clinical data often are limited because some data are missing. In this case, we multiply-imputed the missing durations, seizure frequency and neuroimaging results based on multilinear trends in all of the other included variables. This allowed the imputed missing data points to contribute to the MRI- and PET-based classifiers. While we expect the variance and, therefore the uncertainty, of each diagnosis to increase with the amount of missing data, in the case of our CADT, multiple imputation has the additional benefit of allowing us to apply one unified model to all patients, irrespective of what data has been collected.

10.6 Conclusion

Conditional dependence resulted in a more clinically-applicable CADT compared to vector concatenation. The imposed structure of conditional dependence improved performance. The opposite order of modalities in our analysis suggests that computers view the data differently from clinicians and could provide a non-redundant, complementary perspective on the data that could improve diagnostic accuracy and certainty, when combined with clinicians’ expertise.
CHAPTER 11

Parameter Selection in Mutual Information-Based Feature Selection in Automated Diagnosis of Multiple Epilepsies Using Scalp EEG

This chapter is a reproduction of our work that appeared in the proceedings of the International Workshop on Pattern Recognition in Neuroimaging.[293] This work is a collaboration with Ariana Anderson, Hongjing Xia, Eric S. Braun, Edward P. Lau, Andrew Y. Cho, and Mark S. Cohen. EPL and AYC assisted with computational processing and parallelization of code. AA assisted with machine learning design and interpretation of results. HX assisted with implementing the mRMR feature selection, as well as understanding the structure of the data. MSC assisted with all stages of planning, implementation and manuscript preparation.

11.1 Abstract

Developing EEG-based computer aided diagnostic (CAD) tools would allow identification of epilepsy in individuals who have experienced possible seizures, yet such an algorithm requires efficient identification of meaningful features out of potentially more than 35,000 features of EEG activity. Mutual information can be used to identify a subset of minimally-redundant and maximally relevant (mRMR) features but requires a priori selection of two parameters: the number of features of
interest and the number of quantization levels into which the continuous features are binned. Here we characterize the variance of cross-validation accuracy with respect to changes in these parameters for four classes of machine learning (ML) algorithms. This assesses the efficiency of combining mRMR with each of these algorithms by assessing when the variance of cross-validation accuracy is minimized and demonstrates how naive parameter selection may artificially depress accuracy. Our results can be used to improve the understanding of how feature selection interacts with four classes of ML algorithms and provide guidance for better a priori parameter selection in situations where an overwhelming number of redundant, noisy features are available for classification.

11.2 Introduction

The accuracy of machine learning (ML) relies on the identification of salient features that reflect, at least partially, the discrimination in question. Ideally that feature space is sparse and, in clinical classification, it is based on biological features with prior likelihood of involvement in the medical condition. In complex, heterogeneous clinical syndromes, such as epilepsy, there are large numbers of computational features with sound biological support. ML methods can be used to identify features that discriminate the patients from controls. This can elucidate the pathology underlying complex disorders but there are an overwhelming number of possible features, many of which are redundant. A key challenge to this approach is: how does one select the number of features to include? ML methods often use a hypothesis-driven approach to select a small subset of features and explain their discriminative efficacy without reference to excluded features. The salience of these hypothesized features can be confirmed using principled data-driven feature selection algorithms that leverage features against each other and results in a better characterization and therefore classification of disease. Mutual
information (MI) is particularly capable of considering the interactions of thousands of features simultaneously, using model-free methods to identify those that are minimally-redundant and maximally-relevant (mRMR) to the classification [6]. This depends on the choice of two parameters: the number of quantal levels, $Q$, in which to bin the continuous features, and the number of features, $F$, selected to classify.

In this work we use resting state EEG data to distinguish whether a given patient suffers from epilepsy or instead has experienced non-epileptic seizures (NES). Conventional methods initially miss greater than 50% of patients with epilepsy and further assessment inadequately diagnoses up to 30% of patients. Starting from roughly 40,000 different summaries (features) per subject of EEG behavior, we use mRMR to select features and create an ML classifier that discriminates between epilepsy and NES. We demonstrate how parameter choices of $(Q, F)$ affect the mean and variability of the cross-validation accuracy; arbitrary parameter selection can lead to models that systematically classify worse than chance while naive attempts to optimize parameters within the model can lead to bias. We demonstrate the varying effect of parameter selection on four classes of machine learning algorithms: Support Vector Machines (SVM), Multilayer Perceptrons (MLP), Bayesian Logistic Regression (BLR) and Alternative Decision Trees (ADT). Accurate discrimination will translate directly to reduced morbidity, and the results of our sampling of the parameter space can be used to guide others in the selection of these critical parameters when utilizing mRMR.

In mRMR, all continuous features must be smoothed into $Q$ a priori selected discrete bins. Redundancy between features is computed by calculating the MI between features:

$$MI(X_i, X_j) = \sum_{i=1}^{Q} \sum_{j=1}^{Q} n_{ij} \frac{N}{n_i \cdot n_j} \log_2 \frac{N n_{ij}}{n_i \cdot n_j},$$

(11.1)

where $n_{ij}$ is the number of elements in bin $(i, j)$ from the joint time series $(X_i, X_j)$. 
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For features in which the classes are separable, a clear choice for $Q$ is 2. Real data, however, is rarely separable. If the continuous scale of a feature is meaningful, then discretizing the data results in a loss of information that increases with the log of the chosen bin size [363]. If bin size is minimized with one exemplar per bin, then $n_{ij}$ is uniformly one, resulting in an inaccurate MI calculation. Therefore the optimal value of $Q$ is likely intermediate. We hypothesize that near the optimal number of quantal levels, the variance of the accuracy is decreased due to effective calculation of mutual information.

A limitation common to mRMR and many other feature selection algorithms is that the number of features, $F$, must be selected prior to testing. Selection of too few features omits valuable discriminative information, whereas selection of too many features risks over fitting. Because the magnitudes of these accuracy decreasing forces are both minimized at the optimum, we expect the variance of cross-validation accuracy to decrease around the optimal number of features. When too many features are specified, the accuracy in the training set is relatively stable, whereas the test accuracy varies artifactually. Similarly, when the number of features is inadequate to explain the test set variation the accuracy is highly affected by the addition or subtraction of salient features. This optimum number of features might not be conserved across different ML algorithms, as algorithms vary substantially in the degree to which features with low signal to noise ratios contribute to the classification. SVM and MLP perform remarkably well using extremely high dimensional neuroimaging data but fail when considering small numbers of highly salient features, relative to BLR or decision trees. Algorithms that omit information distributed across many features may not capture highly discriminatory information; however algorithms that integrate many features may be incorporating redundant information. Reducing redundancy using mRMR ensures that the utilized subset closely represents the full dataset thereby minimizing the computational burden of operating on non-contributory inform-
tion and reducing the effect of redundant, low salience features. The relevancy criteria used in MI may screen out noise features, but it is not guaranteed that this translates to higher classification accuracy. The selection of support vectors in SVM suppresses data points far from the decision boundary, whereas MI incorporates all data points. Therefore, multiple ML classifiers must be tested with different numbers of input features to generalize the effect of parameter selection on classification accuracy.

11.3 Methods

11.3.1 Patient & EEG Processing Information

Our subjects include 156 patients admitted to the UCLA Seizure Disorder Center Epilepsy video-EEG Monitoring Unit (EMU) from 2009-2011. Upon the completion of monitoring, 87 were diagnosed with a diverse set of epilepsies and the remaining 69 were diagnosed with non-epileptic seizures by clinical criteria. All scalp EEG recordings were collected in accordance with standardized clinical procedures with a 200 Hz sampling rate using 26 electrodes placed according to the International 10-20 system. During acquisition, an analog 0.5 Hz high pass filter was applied to all recordings. Reviewed data consisted of between 1.5 and 25 hours (mean 9 hours, S.D. 4.5 hours) of archived EEG from either the first or second night of video-EEG monitoring. This work is compliant with the UCLA IRB (IRB#11-000916, IRB#11-002243).

The mean, standard deviation, minimum and maximum power spectra for non-overlapping 1 sec, 5 sec, 60 sec, 30 min windows of EEG recordings from all electrodes relative to reference electrode 1 were calculated in MATLAB. The absolute value of spectral energy from 1-100 Hz was averaged over 1 Hz spectral bands for each of the 26 electrodes. Short window lengths measure phenomena analogous to event related spectral perturbations (ERSPs) whereas longer win-
dows capture baseline activity and connectivity. The power spectra from 58-62 Hz were excluded from all analysis to avoid AC line noise, leading to 39,174 features per subject describing EEG activity. No other artifacts were removed. Ictal activity, muscle artifact and bad channels were included in analysis.

11.3.2 Sampling, Feature Selection and Classification

The most relevant and least redundant of the 39,174 features were selected for specific \((Q, F)\) using the highly efficient mRMR feature selection algorithm optimized and released for MATLAB and C++ by Ding & Peng [6]. All machine learning algorithms were implemented using default parameters in Weka 3.6.4[292] using the full continuous range of each selected features. Accuracy is based on cyclical leave-one-out cross validation that left one subject out of both the feature selection and ML training.

We sampled the cross-validation response surface of \((Q, F)\) using a series of grids with highly parallel computing. The computational burden of each sample is \(O(F^3)\) therefore the space was more densely sampled for low \(F\). Sampling points with more than 2,400 features took over 156 days and is therefore infeasible. Sampling 17,677 of the more than 365,000 possible parameter combinations took more than 144 cpu-years therefore the use nested cross-validation, and permutations are infeasible. The possible discontinuity and non-convexity of the space violates the assumptions of most joint optimization procedures.

We then examined the local variation in the 3D space and also the trends of accuracy and variance across each parameter individually. The visualizations of the 3D space utilize Akima bivariate interpolation to fill in unsampled points [4].

When modeling variation along an individual parameter ignoring the other, we interpolated the value of unsampled parameters using a Loess smoother [364]. Because higher numbers of features were sampled less densely, the smoother was
trained on log-features in order to maintain a consistent sampling density across the domain.

11.4 Results

Figure 11.1 illustrates the cross-validation accuracy for each of the four algorithms. To illustrate the full space, the F dimension is shown in log steps. On average, the SVM outperformed the other algorithms that otherwise seemed relatively indistinguishable. For extreme quantal levels, the accuracy of the MLP was comparable to the SVM. The maximum accuracy achieved was 86, 70, 69 and 71% for BLR, ADT, SVM and MLP, respectively. The minimum accuracy was 8, 32, 43 and 29% for BLR, ADT, SVM and MLP, respectively. The accuracy for a naive classifier in this setting is 56% (95% CI: 48-64%). Falsely assuming that the sampled points were randomly selected without replacement, the 95 percent confidence intervals for the mean cross validation accuracy for BLR, ADT, SVM and MLP were: 54.7-54.9; 54.0-54.2; 57.8-57.9 and 55.5-55.7%.

11.4.1 Variance with respect to Feature Number

As illustrated in Figure 11.2, the variance of accuracy of most algorithms decreases with increasing feature number. The notable exception is SVM, which had higher accuracy and lower variance across almost all of the space. The minimum for each algorithm was reached at 2,400; 2,400; 1 and 234 feature(s) for BLR, ADT, SVM and MLP, respectively.

11.4.2 Variance with respect to Quantal Level

As illustrated in Figure 11.3, the variance of accuracy is relatively constant except for high \( Q \). The variance of SVM is lower than all algorithms across all selections.
Figure 11.1: The cross validation accuracy of all four classifiers. The unsampled points are filled using Akima bivariate interpolation [4]. The bottom right corner is set to 0 due to lack of support. All values less than 40% are rounded up to 40% to maintain contrast. Without multiple testing correction, individual yellow to red points are significantly more accurate than a naive classifier whereas deep blue points are significantly worse.
Figure 11.2: Variance of cross validation accuracy with respect to number of input features. Thickness represents standard error.

Figure 11.3: Variance of cross validation accuracy with respect to number of quantal levels. Thickness represents standard error.
11.5 Discussion

We note a few key observations regarding the behavior of the cross-validation accuracy. (1) The distribution of all algorithms has substantial negative skew. (2) The number of features is responsible for most of the variation in accuracy. (3) The variance of cross-validation accuracy largely is independent of the choice of quantal level. (4) SVM has decreased variance and increased accuracy within this system compared to the other algorithms.

When visualizing the overall cross-validation accuracy (Fig. 1), the majority of points seem to be less than chance, 56%. This, however, is not the case. Negative bias occurs because the majority of points are sampled for low feature number relative to the optimum, causing these less accurate points to be over represented. This skew means that a naive or random choice of parameters could lead to a conclusion that no discriminatory signal exists when a signal indeed exists. This illustrates the need to better understand the effect of parameter selection.

It is apparent that as long as an intermediate number of quantal levels are chosen, the variance of accuracy is relatively constant. This suggests that the mRMR algorithm is resistant to small variations in the selection of this parameter and confirming our hypothesis that variance is decreased around the optimum $Q$. Even as the variance of accuracy is constant across quantal levels (Fig. 1), the accuracy is even more consistent within each quantal level.

Similarly, the variance with respect to number of features had very similar trends across the four algorithms. All of the algorithms achieved a local minimum of variance at around 200 to 500 features. This suggests that across all algorithms, this may represent the number of non-redundant features in the data that hold diagnostic information. As expected from the bias-variance tradeoff, the accuracy grows according to a roughly sigmoidal function that peaks around 500 features. After this optimum, the accuracy then falls, possibly due to over fitting, as dis-
cussed in the introduction. Due to the decreasing trend in variance for all but the
MLP, it is not guaranteed that this represents a global optimum.

The magnitude of each of the variances suggests that on a large scale, the
number of features is much more important than the choice of quantal level.
Around the region with decreased variation in $F$, however, the variance from $Q$
is of similar magnitude. This suggests that this space may be explored efficiently
using coordinate descent.

It is particularly interesting to note the large difference in variance for low
feature numbers. The most salient example is the BLR that has between 1.5 and
5 fold more variance for low $F$ than the other algorithms. BLR achieves both
the maximum and minimum global accuracy with low $F$ and high $Q$, therefore
this performance may be due to noise instead of (in)effective modeling of the
underlying pathology or MI. This is confirmed by our hypothesis that with high
$Q$ the probability distribution of each feature approaches the uniform; therefore
the MI calculation may be ineffective.

On the other hand, the SVM was impacted the least by the parameter selec-
tion. The variance with respect to both parameters was less for the SVM than
for most of the other algorithms across all parameters. As discussed in the in-
troduction, this may be because the underlying weighting of relevancy by mRMR
is substantially different from the SVM. The minimum accuracy observed for the
SVM was substantially higher than the minimum for all other algorithms. The
optimum accuracy was also achieved across intermediate quantal levels, suggest-
ing that it reflects an effective modeling of the underlying data to discriminate
epilepsy from non-epileptic seizures. We caution against interpretation of the ex-
trema because their significance can only be assessed using random field theory
[365] and/or bias correction [366], both of which are out of scope for this article.

Based on these and other results, we believe that the power spectrum of EEG
holds valuable diagnostic information for epilepsy but that this diagnostic infor-
Information is hidden among a large degree of noise [74]. A deeper understanding of parameter selection may lead to the efficient implementation of power spectrum information on an automated diagnostic tool for epilepsy.

In general, a priori selection of the number of input features and quantal levels in mRMR has the same challenges as other feature selection algorithms even though it involves a joint optimization because accuracy is generally invariant of quantal level. The selection of the optimum number of features requires sampling to determine the region that maximizes both classification accuracy and minimizes the variance with respect to changes in number of features. This ensures that the accuracy is not inflated artifactually but also correctly reports the best accuracy that can be achieved in practice.
CHAPTER 12

Hyperparameter Optimization with Random Field Theory without Nested Cross-Validation

This is an early and partial draft of our manuscript in progress. This is a collaboration with Ryan M. McCarthy, Andrew Y. Cho, Edward P. Lau, Marc A. Suchard and Mark S. Cohen. WTK came up with the idea, organized the collaboration, wrote most of the code and the manuscript. RMC assisted with initial explorations of the idea and wrote some simulations. AYC and EPL assisted with the computational aspects of this work. MAS helped verify and develop the analytical foundation for this work, as well as assisted in the other aspects of the work. MSC assisted with framing, design of experiments, manuscript preparation and interpretation of results.

12.1 Abstract

Machine learning models effectively estimate the optimal value of parameters inherent to the model based on training data, but determining the optimal value of hyperparameters comparatively less well defined. We define hyperparameters as selected values that are not optimized jointly with the parameters inherent in the log-likelihood of the data, given the model. Common examples of hyperparameters are the soft margin parameter, $C$, in support vector machines (SVM); the regularization parameter, $\lambda$, in regularized machine learning models; and the number of features selected from a high dimensional dataset using a filter-based feature selec-
tion. Learning of these hyperparameters is critical to developing highly accurate and applicable models, but current methods to learn these values typically rely on a priori selection or nested cross-validation. In this manuscript, we theoretically pose and empirically validate a novel method for assessing the significance of cross-validation accuracy and optimizing hyperparameters by understanding the inherent dependency between the cross-validation accuracy for similar hyperparameter choices using the ideas of random field theory. This method has the potential to reduce the computation cost of fitting highly accurate models, especially in applications with limited training data, while reducing the complexity of interpreting the final solution. It also gives quantifiable evidence about the stability of the learned solution, with respect to changes in hyperparameter selection.

12.2 Introduction

Training effective machine learning models relies on learning optimum parameters, \( \psi \), and hyperparameters, \( \theta \), to describe the problem at hand accurately. Each of the many machine learning models is based on maximizing some form of log-likelihood of the data given \( \psi \) and the chosen model. We define a hyperparameter as a value or choice made outside of the context of maximizing the log-likelihood that affects the structure and effectiveness of the model. In this manuscript, we theoretically pose and empirically validate a novel method based on random field theory (RFT) for assessing the significance of observed cross-validation (CV) accuracies achieved over a range of \( \theta \) that maximizes the data available for training and validation, while reducing computational cost.

This addresses a key challenge with the application of machine learning models that include hyperparameters. In many manuscripts, \( \theta \) seems to be chosen arbitrarily. Hopefully, this arbitrary choice was made prior to observing the CV accuracy that was achieved by a given \( \theta \). If it wasn’t and the researchers instead
chose the $\theta$ that resulted in the best performance, their performance would be inflated and the estimates of significance would be inaccurate. For even the most responsible researchers, there is little guidance provided in the choice of many types of $\theta$. For example, when applying a filter feature selection, one must choose the number of features, $F$, to allow through the filter, out of the total number of features, $m$. The best evidence is that $F$ should be chosen based on biological prior knowledge, or simply prior knowledge with the classification scheme[3].

This challenge of selecting $\theta$ is that without observing the CV performance, it is difficult to predict performance or the sensitivity of performance on the choice of $\theta$. The methods we outline here, while applied to hyperparameters in machine learning, can be applied to other statistical problems where an arbitrary parameter(s) must be chosen to assess how well a model fits, and the sensitivity of model fitting to the choice of parameter is unknown.

The applicability of a machine-learning model to unseen data is assessed commonly through CV or testing its performance on an external or left out dataset. This requires splitting the data into at least two groups: training and validation. The training group is used to optimize $\psi$. However, separate data is needed to optimize $\theta$ to limit overfitting. This can be done by further splitting the training set into a smaller training set to optimize $\psi$ and a testing set to optimize $\theta$. Frequently, this is done within the setting of cyclical $K$-fold nested cross-validation, where each exemplar is used successively for training, testing and validation. The method of splitting the full dataset into subsections ensures that the reported generalization accuracy is not overinflated by overfitting the data. Overfitting is where the learned $\psi$ and $\theta$ capture trends present in the available data that do not translate to unseen data.

However, this practice of successively splitting the data results in fewer exemplars to train $\psi$ and $\theta$, increases computational cost, and decreases the interpretability of the model. If $K$-fold nested CV is employed with 10-fold outer and
inner loops, then we estimate 100 different pairs of $\hat{\psi}$ and $\hat{\theta}$. For the duration of this manuscript, we denote estimates of values with a hat. Ten-fold nested CV, however, results in only 80% of the available data being used to learn $\psi$, arguably the most important part of a model. One generalizable finding in machine learning is that the more training data that is used to learn the model, the better the model reflects the underlying problem at hand. Consequentially, one could conduct leave-one-out CV in both the inner and outer folds, resulting in $n^2$ different pairs, where $n$ is the number of available exemplars. This moderate increase in the number of training exemplars may result in only moderately improved accuracies; the reported accuracy is what determined the impact or applicability of machine learning models. However, even as leave-one-out nested CV may improve generalization accuracy, it does so at the expense of computational cost, it also decreases the interpretability of the learned $\psi$ and $\theta$. For some models, averaging $\psi$ and $\theta$ is a valid procedure to result in a single, interpretable summary statistic, but this ignores the potential strong dependency between $\psi$ and $\theta$. While the variability around these averages can be quantified, there is insufficient data to assess how this variability influences CV accuracy.

To address these challenges, we propose to apply the ideas of random field theory to understand how cross-validation accuracy varies “spatially” with respect to changes in $\theta$. This directly studies the sensitivity of the reported CV accuracy with respect to $\theta$, thereby improving the interpretability of $\hat{\theta}$. In addition, by using statistical theory to describe the “spatial” relationship, we remove the need for the nested CV loop without compromising the validity of the reported CV accuracy. Lastly, and most importantly, by understanding how to correct for testing multiple $\theta$, we develop a statistical procedure for determining the significance of an observed CV accuracy, as compared to chance.

To our knowledge, there are only two methods that address this specific problem. First, one could consider each assessment of the CV error for different $\theta$ a
statistically independent test. Therefore, one could apply a Bonferroni correction to assess the significance of the highest achieved CV error. This, however, ignores the dependence that we will make clear below. Secondly, Tibshirani & Tibshirani proposed that when testing multiple $\theta$, the bias for choosing the best observed CV error is the same as the bias for choosing the best observed training error. Therefore, this bias can be corrected by the following expression:

$$\text{Error}_{\text{Corrected}} = \text{Error}_{\text{CV}}(\hat{\theta}) + \text{Bias} = 2 \cdot \text{Error}_{\text{CV}}(\hat{\theta}) - \frac{1}{K} \sum_{k=1}^{K} e_{k}(\hat{\theta}_{k})$$  \hspace{1cm} (12.1)

where $e_{k}(\hat{\theta}_{k})$ is the prediction error on the training set of the optimum choice of $\theta$ within cross-validation fold $k$. To demonstrate the superiority of random field theory to these two methods, we will compare the ability of these methods to achieve an unbiased estimate of the true CV accuracy in each application.

This manuscript can be split into five building sections: (1) theoretical framing of random field theory for this application, (2) analytical exploration of the shape of the random field, (3) empirical estimation of the random field in null data, (4) application of this theory to real world data from patients with epilepsy, and (5) comparison to alternate correction methods. Subsequently, we discuss how this theory can be applied for planning sampling schemes of $\theta$ and for correcting observed cross-validation accuracies when multiple $\theta$ are sampled regularly.

### 12.3 Theoretical Framing of Random Field Theory Application

In random field theory, one considers a stationary random variable that varies across space such that nearby values are dependent based on a given smoothing kernel. By describing this kernel, one can derive analytical expressions for the probability that the random variable will achieve a certain value, or more extreme, over a region with a given size. Through the Statistical Parametric Mapping soft-
ware, Gaussian random field theory, in particular, has become a popular multiple testing correction in neuroimaging data. For the duration of this manuscript, we use quotations around the phrase “spatial” to denote that not all $\theta$ represent spatial dimensions, but there is an analogy between our theory and the theory of Gaussian random fields for neuroimaging data, where $\theta$ are spatial dimensions.

For our application, consider CV accuracy, $\epsilon$, a random variable that varies as a function of $\theta$. In that way, we think of $\theta$ as describing a position in “space”. For each CV exemplar, there are two versions of $\epsilon$ that we can consider: $\epsilon$ as an indicator for correct prediction, therefore $\epsilon \in \{0, 1\}$; or $\epsilon$ as the amount of predictive error, with $\epsilon \in \mathbb{R}$. In both cases, it is clear for an arbitrary $\theta_1$ that as $|\theta_1 - \theta_2|$, the expected values of $E[\epsilon(\theta_1)]$ and $E[\epsilon(\theta_2)]$ become more similar. It follows that the correlation, $\text{Corr} [\epsilon(\theta_1), \epsilon(\theta_2)]$, is non-zero for $\theta_1$ and $\theta_2$ that are sufficiently close together. Therefore, $\epsilon(\theta_1)$ and $\epsilon(\theta_2)$ are not statistically independent. To derive a null probability distribution for $\epsilon$ in this random field, one must determine the structure and range of the dependence of $\epsilon$ with respect to $|\theta_1 - \theta_2|$. This null probability distribution can be used to accomplish our ultimate goal: determine the significance of an observed $\epsilon$ achieved over a range of $\theta$.

12.3.1 Chosen Examples

There are a great variety of hyperparameters. We will address a few major categories of hyperparameters including regularization costs, $\lambda$; the soft margin parameter, $C$, in support vector machines (SVM); the number of selected input features, $F$, from a filter-based feature selection; and the number of quantal levels, $Q$, chosen for to calculate the mutual information for minimum redundancy, maximum relevancy (mRMR) feature selection [?]. While these do not comprise the whole variety of hyperparameters, these choices allow the reader to assess the wide applicability of our proposed perspective. For simplicity, we discuss hyperparameter selection and its relevance to binary classification problems, although
these ideas could translate to multiclass and other problems.

First, regularization parameters are used to apply the prior hypothesis that the optimal solution is sparse in the number of features, \( X \), that contribute to the solution. This is accomplishing by incorporating a regularization penalty into the log-likelihood in the following form:

\[
L(Y, X | \psi, \theta) = \lambda \| \beta \| + \ell(Y, X | \psi),
\]

where \( Y \) is the vector of class membership, \( X \) is the matrix input data, \( \psi \) is the set of parameters including \( \beta \), the weights placed on the input data, \( \theta \) is the set of hyperparameters including \( \lambda \), the regularization parameter and \( \ell(Y, X | \psi) \) is the chosen log-likelihood function. In our applications, we will explore when \( \ell \) corresponds to logistic regression. Conventionally, \( \lambda \) is taken as unity, or may be scaled dependent on the length of \( \beta \) or size of \( X \).

Secondly, we study the effect of the soft margin parameter, \( C \), in a SVM model. In SVM, we optimize the following Lagrange equation:

\[
L(Y, X | \psi, \theta) = \lambda \| \beta \|^2 + \sum_{i=1}^{n} \frac{\| w \|^2}{2} + \sum_{i=1}^{n} \alpha_i [y_i (w \cdot x_i - b) - 1]
+ C \sum_{i=1}^{n} \xi_i + \sum_{i=1}^{n} \beta_i \xi_i,
\]

where \( \alpha \) is the vector of weights on exemplars to indicate the support vectors, \( b \) is the bias due to imbalanced classes or non-centered input data, \( \xi \) is the vector of distances from the separating hyperplane on the wrong side. When \( C \) is zero, SVM simplifies to linear discriminant analysis, depending on the kernel used. When \( C \) is \( \infty \), the soft margin SVM is equivalent to a hard-margin SVM. Simultaneously, the value of \( C \) is related to the amount of regularization applied, therefore \( \lambda \) and \( C \) are not statistically independent. Conventionally, \( C \) is taken as unity or is optimized using nested-cross validation.

Lastly, we study two hyperparameters related to feature selection, because hyperparameters occur more frequently when multiple optimization methods are
applied, but the additional methods are not incorporated into the log-likelihood optimization. The simplest filter-based feature selection only utilizes the $F$ features with the highest $t$-statistic difference between the two classes. Equivalently, one could select a particular $t$-statistic cutoff with which features needed to pass prior to incorporation in the classification model.

Next, we address hyperparameter selection the mRMR feature selection \([?, ?]\), which requires a priori selection of the number of selected features, $F$, and the number of quantal levels, $Q$, used in the calculation of mutual information. As discussed in \([?]\), the calculation of mutual information requires discretizing the data or selecting a Gaussian smoothing kernel with a chosen $\sigma$. Both of these feature selection hyperparameters result in the following log-likelihood:

$$L(Y, X|\psi, \theta) = \ell(Y, X^{(1..F)}|\psi)$$ (12.4)

where $X^{(i)}$ is $i$th ranked feature based on either $t$-statistic ranking or maximizing the mutual information between the included features and the predicted class, minus the average redundant information across input features. Mutual information is defined for discrete input data, therefore continuous data must be quantized, with a certain number of quantal bins, $Q$. Ideally, $F$ and/or $Q$ are chosen prior to assessing the cross-validation accuracy of the model, but when preparing a manuscript, it is very tempting to simply report the optimal value without discussing the process with which that optimum was reached. Conventionally, if one seeks to optimize $F$ and/or $Q$, it must be done through nested-cross-validation.

### 12.4 Analytical Exploration of ‘Spatial’ Dependence of Hyperparameter Choice

To apply random field theory to each of these hyperparameters, we must determine the structure of the dependence of $\epsilon$ on $\theta$ around the optimal value of $\theta$. For sake of
comparison, in Gaussian random field theory, the correlation of nearby \( \epsilon \) resembles a Gaussian random variable in \( |\theta_1 - \theta_2| \). Equivalently, this suggests that \( \epsilon(\theta_1) \) can be approximated locally using a first order Taylor approximation, i.e. \( \frac{\partial^n \epsilon(\theta_1)}{\partial \theta^m} \) is zero for \( m > 1 \). To explore the structure of the dependence, we will examine the analytical form of the derivatives of the likelihood function with respect to \( \theta \) in each of our chosen examples. This assumes that the log-likelihood is a valid proxy for \( \epsilon \) and that the unseen validation data comes from the same distribution as the training data.

### 12.4.1 Regularization Hyperparameter, \( \lambda \)

As an example of a regularized machine learning model, we consider a canonical \( L_2 \) regularized logistic regression model, due to its firm analytical motivation and amenability to differentiating. For the purposes of this analytical exploration, we consider \( \epsilon_i(\theta) = y_i - \pi_i \) where \( y_i \in 0, 1 \) is the known class membership for exemplar \( i \), \( \pi_i \) is the estimated probability exemplar \( i \) is in class \( y_i = 1 \). We denote \( \epsilon(\theta) = \sum_{i=1}^{n} \epsilon_i(\theta) \). In logistic regression, the log-likelihood function we seek to maximize using the training data is:

\[
\ell(\beta) = \sum_{i=1}^{n} y_i \log \pi_i + (1 - y_i) \log(1 - \pi_i) \quad \text{where} \quad \pi_i = \frac{e^{X_i \beta}}{1 + e^{X_i \beta}} \quad (12.5)
\]

where \( \beta \) is a to-be-estimated vector of weights on the input data and \( X_i \) is a vector of known input data, including an intercept term. We add regularization into the log-likelihood function by adding an \( L_2 \) penalty, with the set of hyperparameters \( \theta = \{\lambda\} \), resulting in a regularized log-likelihood of:

\[
\ell_R(\beta, \lambda) = \lambda \|\beta\|_2^2 + \sum_{i=1}^{n} y_i \log \pi_i + (1 - y_i) \log(1 - \pi_i) \quad (12.6)
\]

To learn about \( \frac{\partial \ell_R(\lambda)}{\partial \lambda} \), we use the log-likelihood, \( \ell_R(\beta, \lambda) \) as a proxy for \( \epsilon(\theta) \). We simplify the problem at hand using the chain rule, which states that

\[
\frac{\partial \epsilon}{\partial \lambda} = \frac{\partial \epsilon}{\partial \beta} \frac{\partial \beta}{\partial \lambda} \quad (12.7)
\]
First, we optimize $\beta$ by setting $\frac{\partial \ell(\beta, \lambda)}{\partial \beta}$ equal to zero. This result in the expression (for derivation, see Appendix A):

$$
\beta = \frac{1}{\lambda} \sum_{i=1}^{n} [y_{i} - \pi_{i}] X_{i}
$$

(12.8)

We note the similarity of this expression to the transcendental equation that has no closed-form solution. In unregularized logistic regression, the transcendental equation is optimized frequently using Newton’s method, suggesting that a second order Taylor assumption for $\frac{\partial \ell(\beta, \lambda)}{\partial \beta}$ is valid locally. Using this expression, we also can determine $\frac{\partial \beta}{\partial \lambda}$ by differentiating the modified transcendental equation, resulting in the following expression (for derivation, see Appendix A):

$$
\frac{\partial \beta}{\partial \lambda} = \sum_{i=1}^{n} y_{i} X_{i} \lambda - H(\beta) - \beta
$$

(12.9)

where $H(\beta)$ is the Hessian of $\beta$ that is used within Newton’s method to optimize $\ell(\beta)$ with respect to $\beta$. Since we are interested in developing a method to determine significance, we are most interested in the structure of the random field under the null hypothesis that there is no predictive relationship between $X$, the matrix of input data, and $Y$, the vector of class memberships. In this case, $E(\beta) = 0$, which simplifies the above expression to:

$$
\frac{\partial \beta}{\partial \lambda} = \sum_{i=1}^{n} y_{i} X_{i} \lambda - H(\beta)
$$

(12.10)

From this expression, it is apparent that (1) the random field may not be stationary across $\lambda$ and (2) subsequent derivatives of $\epsilon$ with respect to $\lambda$ clearly will be non-zero. Therefore, while the surface of $\epsilon$ among changing $\lambda$ may be a random field, we believe that it may be non-stationary and non-Gaussian.

### 12.4.2 Soft Margin Hyperparameter, $C$, in SVM

Similarly to above, we begin by differentiating the objective function of the SVM above (eq. 1) with respect to $C$. However, in contrast to using $\ell(\psi, \theta)$ as a
proxy for $\epsilon(\theta)$, we note that $\xi_i$ is the continuous $\epsilon_i(\psi, \theta)$ that we are interested in studying, therefore we rearrange the expression in terms of these terms to yield:

$$\frac{\partial f(\phi, \theta = \{C\})}{\partial C} = 0 = w \frac{\partial w}{\partial C} + \frac{\partial}{\partial C} \sum_{i=1}^{n} \alpha_i [y_i (w \cdot x_i - b) - 1] + \|\xi\|_1 + \frac{\partial}{\partial C} \sum_{i=1}^{n} \beta_i \xi_i$$

$$-\|\xi\|_1 = w \frac{\partial w}{\partial C} + \sum_{i=1}^{n} \left[ \alpha_i y_i \left( \frac{\partial w}{\partial C} \cdot x_i - \frac{\partial b}{\partial C} \right) + [y_i (w \cdot x_i - b) - 1] \frac{\partial \alpha_i}{\partial C} \right]$$

$$+ \beta_i \frac{\partial \xi_i}{\partial C} + \xi_i \frac{\partial \beta_i}{\partial C}$$

Unfortunately, the soft-margin SVM has no closed form solution and is, instead, solved through quadratic programming. Therefore, to understand the structure of the partial derivative with respect to $C$, we must utilize our knowledge of the inter-relationship between the estimated variables. First, we consider the Lagrange variables, $\alpha$ and $\beta$, which are critical to the difference between a soft and hard-margin SVM. In a hard-margin SVM, $C$ is effectively $\infty$ because no misclassification errors are allowed. In terms of the objective function, this is equivalent to stating that $\xi_i = 0 \forall i$ or $\beta_i = \infty \forall i$. When $C$ is finite, misclassification errors are allowed, but up to a point. For a constant $C$, it can be shown trivially that $C = \beta_i + \alpha_i$ (see Appendix B). This linear equation suggests that the derivative of $\beta_i$ and $\alpha_i$ with respect to $C$ is linear, for all $i$. To phrase the linear relationship between $\beta_i$ and $C$ in words as compared to variables, the weight placed on misclassifying exemplar $i$ ($\beta_i$) by a distance $\xi_i$ changes linearly with changes in $C$. Up to a reasonable approximation, this suggests that the optimized $\xi_i$ changes linearly with $C$. Looking back to our original equation, this suggests that:

$$-\|\xi\|_1 \approx w \frac{\partial w}{\partial C} + \sum_{i=1}^{n} \left[ \alpha_i y_i \left( \frac{\partial w}{\partial C} \cdot x_i - \frac{\partial b}{\partial C} \right) + \text{constant terms} \right] \quad (12.11)$$

The exception to the linearity of $\alpha$ and $\beta$ with respect to $\partial C$ is that $\alpha_i$ and $\beta_i$ are $\geq 0 \forall i$, therefore non-linearities could occur on the boundary (i.e. $\alpha_i = 0$ for $C = C_1$ but $\alpha_i > 0$ for $C = C_2$ for arbitrary $i$). This represents when the identity of the support vectors and/or the misclassified training exemplars changes.
This leaves the terms that define the maximum margin hyperplane. Given constant support vectors, $\alpha$, SVM mathematically is equivalent to weighted and regularized linear discriminant analysis. Within the region of $C$ that the set of non-zero $\alpha$ does not change, it is intuitive to hypothesize that this would induce a linear change in $w$ and $b$, but difficult to prove analytically (and outside the scope of this manuscript). Outside this region, where the set of non-zero $\alpha$ is not constant, there is no analytical prediction for the structure of the derivative with respect to $C$.

Therefore, there is some theoretical evidence that for the predictive error, $\|\xi\|_1$, changes approximately linearly with $C$ within local regions for a soft-margin SVM. However, longer range changes may induce highly non-linear changes in $\|\xi\|_1$ due to changes in the identity of support vectors. From a purely theoretical standpoint, it is difficult to predict the structure of these changes.

12.4.3 Feature Selection Hyperparameters

Unlike the previous two examples, the feature selection hyperparameters are not trivially incorporated into the log-likelihood functions, and they are discrete as compared to continuous values. Therefore, we consider the discrete derivatives of $\epsilon$ with respect to changes in the number of input features, $F$, and the number of quantal levels used to calculate mutual information, $Q$.

First we discuss $F$. In both feature selection methods, the goal is to order the input data based on decreasing utility in the discrimination of classes. This suggests that higher ranked features will hold more information than lower ranked features. However, since we are developing a theory to determine significance, we are interested in behavior under the null hypothesis when no features hold discriminative information. Therefore, the ranking of features should be meaningless and each feature is equally likely to change the learned model as much as any
other feature. (Due to overfitting and the curse of dimensionality, this is not true in practice.)

To begin, consider the effect of increasing $F$ by one feature on the discrete accuracy, $\epsilon$. For each exemplar, there is a probability, $q$, that the exemplar was predicted correctly to start with. Further, for each exemplar there is a probability, $p$, that the predicted solution will change with the addition of a new feature. This results in a discrete derivative of:

$$
\epsilon(F) - \epsilon(F + 1) = n (-qp + (1 - q)p) = np(1 - 2q)
$$

where $n$ is the number of exemplars.

Next, consider increasing $F$ by two features. This result in the following expression:

$$
\epsilon(F) - \epsilon(F + 2) = n (-qp(1 - p) + (1 - q)p(1 - p) - qp^2 + (1 - q)(1 - p)^2)
$$

$$
= n(1 - p - q - 4pq).
$$

This considers all possibilities of being correct, changing once or changing twice, assuming that the probability of change is constant across $F$. What becomes clear is that these derivatives do not seem to decrease in magnitude as step size increases, therefore a local low order Taylor expansion likely will not provide a good approximation. Therefore, just as in the cases of the regularization parameter, $\lambda$; and the soft margin parameter, $C$; this random field seems to have non-Gaussian long-range dependence.

Lastly, consider the effect of $Q$ on cross-validation error. We note that there was nothing we assumed about $F$ that was specific to the structure of $F$. Similarly, under the null hypothesis there is no relationship between the input data and class membership. Therefore, there is no optimal $Q$ that could be used to describe the mutual information between the input data and class membership. In that way, we expect changing $Q$ to result in random changes in the model, and thereby the
predicted class, just as we assumed with $F$. The same structure of derivatives is expected to be seen in $Q$ as it was in $F$. The one exception is that the value of $p$ may vary depending on the number of training exemplars used to calculate the mutual information, and the dimensionality of the input data.

12.4.4 Summary of Analytical Exploration of Dependence

In each of these examples, the analytical prediction of the shape of the dependence of each hyperparameter, $\theta$, was different. This suggests that there may be no universal theory that predicts the “spatial” dependence of CV accuracy and/or goodness of fit on hyperparameter choice. In each of these examples, there also were sections where analytical approximations or formula-free intuition needed to be used to yield interpretable results. This suggests that there may not be a closed form solution that predicts the structure of the dependence. In the next section, we use simulated null data to produce empirical probability distributions that could be used for determining significance.

12.5 Empirical validation of “Spatial” Dependence in Null Data

Given the long-range and non-Gaussian structure suggested by the analytical exploration, we generated null data to examine the structure of the dependence of $\epsilon(\theta)$ for each $\theta$ we explored above. This null data included 150 exemplars with a dimensionality, $m$, of 47, 150 and 1000. At random, half of these exemplars were denoted to be class 1. Each input feature included data sampled independently from a standard Gaussian distribution. Each machine-learning model was trained and validated with leave-one-out cross-validation. This was conducted for 10,000 independent datasets. For each of our chosen examples, we compare the observed long-range structure as compared to a Gaussian random field. The full-width half
max of the Gaussian random field was matched with the observed first derivative cross-validation accuracy with respect to changes in \( \theta \), assuming a stationary random field. Additionally, we used these results to estimate an empirical probability distribution of CV accuracy achieved across each of these random fields, both with respect to maximum achieved value and the size of the contiguous region within the field that achieved this value.

The ultimate goal is to determine the statistical dependence of CV accuracy, \( \epsilon(\theta) \), on \( \theta \). Therefore, for each type of \( \theta \) we illustrate the spatial relationship by (1) addressing stationarity by showing how the expected null CV accuracy varies across \( \theta \), (2) addressing structure by calculating the correlation by exemplars of \( \epsilon(\theta_1) \) with \( \epsilon(\theta_2) \) for varying \( |\theta_1 - \theta_2| \) and (3) empirically calculating the probability distribution function (PDF) of the maximum \( \epsilon(\hat{\theta}) \) achieved over a contiguous region. For comparison, each of these illustrations are plotted against what they would be if the random field was stationary and Gaussian with a matching mean \( \epsilon(\hat{\theta}) \) and first derivative, \( \frac{\partial \epsilon(\hat{\theta})}{\partial \theta} \).

12.5.1 Regularization Hyperparameter, \( \lambda \)

To sample a wide range of feasible \( \lambda \), we tested \( 1/\lambda \) between values of 0.05 and 100 with a step size of 2.5. We set \( 1/\lambda \) because this is the units typically used in studies that select a non-unitary \( \lambda \). This wide range was chosen because in pilot studies, very high dependence was seen for limited ranges. For each of the dimensionalities examined, the CV accuracy was stationary in the mean across all studied values of \( \lambda \) (student’s t-tests, \( p>0.05 \)).

12.5.2 Soft Margin Hyperparameter, \( C \), in SVM

We sampled a wide range of \( C \) from \( 1/300 \) to 2 in steps of \( 1/150 \). This represents a wide range of feasible choices for \( C \). For each of the dimensionalities examined,
the CV accuracy was stationary in the mean across the range of $C$ (student’s t-tests, $p>0.05$).

12.5.3 Feature Selection Hyperparameters

For the number of features, $F$, and quantal levels, $Q$, we tested all possible choices for each dataset. First, we examine the use of a $t$-statistic filter feature selection prior to regularized logistic regression with a $\lambda$ of 1. In this setting, we only modify the choice of $F$. Similar to all the previous simulations, the CV accuracy was stationary in the mean across all values of $F$ (student’s t-test, $p>0.05$).

12.5.4 Summary of Dependence in Null Datasets

These null simulations reveal that in some cases ($\lambda$ and $C$), there exist long range dependencies in the cross-validation accuracy on the choice of $\theta$, therefore the choice of $\theta$ does not effect the overall solution. In other cases ($F$ and $Q$), the magnitude of the dependence fell off like a decaying exponential. This behavior was difficult to predict based on the analytical derivations above, and suggest that empirical simulations were necessary to understand the nature of the dependency.

Even though the analytical structure of $\frac{\partial \epsilon(\lambda)}{\partial \lambda}$ was shown to be an inverse function, whereas $\frac{\partial \epsilon(C)}{\partial C}$ was expected to be linear, the shape of their resulting correlation and probability distribution function of the field were extremely similar. This may be due to a floor effect in the sensitivity of $\epsilon(\theta)$ with respect to changing $\theta$. Our analytical exploration showed that long range correlation was possible, but did not suggest that the magnitude of correlation would be so high.

The similarity of the dependency of $\epsilon(\theta)$ to $F$ and $Q$ was predicted by our analytical reasoning, even though these hyperparameters were not incorporated explicitly into the objective functions. Our ability to generate an consistent empirical model of the correlation of $\epsilon$ with varying $\theta$ that did not depend on $m$
suggests that, in some circumstances, null permutations may not be necessary to assess the significance of observed CV accuracies.

12.6 Empirical Validation of “Spatial Dependence” in Epilepsy Data

The clean results that were achieved using null data confirm that (1) spatial dependence exists and (2) reporting the best CV accuracy achieved after testing multiple \( \theta \) results in an over-inflated CV accuracy. To explore how the nature of this spatial dependence and bias changes when real world data is used, we examined the same parameters with real data. The difference between simulated data and real data is that only one dataset is available and there is latent correlation structure within \( X \).

In the null data, we generated 10,000 independent datasets. For real data, however, we do not have the luxury of having 10,000 independent datasets. Instead, we approximate 10,000 independent datasets by permuting the class labels, \( Y \), without replacement. This preserves the latent structure within \( X \) but breaks the relationship of \( Y \) with \( X \). Thereby, we can generate the same empirical correlation plots and probability distribution of CV accuracy that we did with the null data.

For each type of \( \theta \), we discuss the difference between the correlation and probability distribution of CV accuracy for null data and real data, as well as the comparative significance of the observed CV accuracies when the relationship between \( Y \) and \( X \) was preserved.

Two separate datasets from patients with seizure disorder were used to validate our method. To assess structure corresponding to the regularization parameter, \( \lambda \); and the soft margin parameter, \( C \), in SVM, and the number of features, \( F \), to include after \( t \)-stastic filtering, we utilized a dataset with 951 patients built
to discriminate patients with epilepsy (ES) or non-epileptic seizures (NES) based on 84 features reported in outpatient clinical reports. In the original manuscript that described a machine learning model trained using this data, missing data was multiply imputed. For sake of clarity in this manuscript, we treat the first imputation as the true data. Due to the reliance of primarily binary features in clinical reports, we use a different dataset with continuous input data to inspect the effect of feature selection hyperparameter $Q$. The continuous dataset includes 150 patients and was built to discriminate patients with left versus right temporal lobe epilepsy (LTLE versus RTLE) and NES based on 47 $z$-transformed FDG-PET based features. In this application, a multilayer perceptron neural network classifier was applied after feature selection to learn the most discriminative model, as was done for the null permutations above. For more information regarding these datasets, please refer to the Chapters 7 and 9.

12.6.1 Regularization Hyperparameter, $\lambda$

The goal of regularization in this application is not to make an underdetermined model better determined. In this case, the number of exemplars far exceeds the number of features; therefore the model probably is well determined. Instead, regularization is used to limit the size of the final solution to maximize ease of application of the model.

12.6.2 Soft Margin Hyperparameter, $C$, in SVM

The benefit of optimizing $C$ in this application is in determining if the insight that the model should be most sensitive to difficult to classify exemplars leads to improved classification accuracies over the entire dataset.
12.6.3 Feature Selection Hyperparameters

Our two datasets provide examples of two important cases: the clinical report dataset has many more exemplars than total features, whereas the PET dataset has slightly fewer exemplars per class than total features. Feature selection is useful in both cases because it limits the size of the final model. For unregularized models, however, feature selection is critical in the PET dataset to have well determined and stable estimates of $\psi$, $\theta$, and overall performance.

First we address optimizing the number of features, $\theta = F$, using $t$-statistic filtering prior to modeling with an $\ell_2$ regularized logistic regression model. Similar to the null datasets above, we tested all 84 possible values for $F$. Just as in the null datasets, the overall mean accuracy for each value of $F$ was stationary approximately across the whole range of $F$. The correlation of $c(\theta)$ and the resulting empirical PDF, however, differed substantially compared to the null permutations.

Figure 12.1: (Left) The correlation of cross-validation accuracy by subject for the clinical dataset at one value of $F_1$ compared to $F_2$ where the distance between $F_1$ and $F_2$ is modified. (Right) The log PDF of maximum cross-validation accuracy achieved over a range of $F$. 
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12.6.4 Summary of Empirical Validation in Epilepsy Data

12.7 Comparison to Alternative Correction Methods

As discussed above, there are two alternatives to the random field theory method described here that do not require nested-cross validation: Bonferroni correction and the training-set bias correction proposed by Tibshirani & Tibshirani. Both of these corrections do not explicitly take into account the spatial extent of the maxima achieved, although a simple extension of the Tibshirani & Tibshirani theory could do this.

First, we illustrate the high degree of overcorrection present in the Bonferroni correction. The 95% confidence threshold of the maximum CV accuracy for our null data achieved for a single value of $\theta$ is much less conservative than the 95% confidence threshold suggested by the Bonferroni correction where the number of $\theta$ tested, $n_\theta$, was the correction factor. Similarly, if we consider the significance of the maximum CV accuracy achieved by each classification method for the real data, we observe that the Bonferroni correction is extremely overconservative.

This was expected because our theory and empirical results suggest that $\epsilon(\theta_1)$ is not independent of $\epsilon(\theta_2)$ for similar $\theta_1$ and $\theta_2$. Therefore, the $n_\theta$ is a vast overestimate of the number of independent statistical comparisons that were performed. If we use the $\alpha_{\text{Uncorrected}} = 0.05$ cutoff of the probability distribution estimated with the null data, we can estimate the number of independent statistical comparisons through the following reasoning:

For $P \left[ |\epsilon(\hat{\theta})| \geq \xi |\epsilon(\hat{\theta}) \sim \text{empirical PDF} \right] = \alpha_{\text{Uncorrected}}$,

Calculate $P \left[ |e| \geq \xi |e \sim \text{Binomial}(n, 50\%) \right] = \alpha_{\text{Bonf}}$

$$\frac{\alpha_{\text{Uncorrected}}}{n_{\text{Indep Tests}}} = \alpha_{\text{Bonf}} \Rightarrow n_{\text{Indep Tests}} = \frac{\alpha_{\text{Uncorrected}}}{\alpha_{\text{Bonf}}}.$$

In lay language, this states that we find the threshold, $\xi$, that results in a false positive error of $\alpha_{\text{Uncorrected}}$ based on our empirical probability distribution func-
tion for $\epsilon(\hat{\theta})$. The probability that a binomial random variable, $e$, with $n$ trials and a success probability of 50% achieves a value as extreme or more extreme than $\xi$ is an estimate of $\alpha_{\text{Bonf}}$. We can rearrange the original Bonferroni formula to solve for the number of independent tests, $n_{\text{Indep Tests}}$.

The theory of Tibshirani & Tibshirani states that we can use the average prediction error on the training set to approximate the bias we incur by choosing the best cross-validation accuracy (see Formula 1). Their method is a correction to the estimated $\epsilon(\hat{\theta})$ instead of an estimate of significance. We translate our estimate of significance into a correction method through the following reasoning:

For $P[|e| \geq \epsilon(\hat{\theta})_{\text{Uncorrected}}|X,Y,e \sim \text{empirical PDF}] = p_{\text{RFT}}$, calculate $P[|e| \geq \epsilon(\hat{\theta})_{\text{Corrected}}|X,Y,e \sim \text{Binomial}(n, 50\%)] = p_{\text{RFT}}$.

In lay language, we estimate the probability, $p_{\text{RFT}}$, that our observed $\epsilon(\hat{\theta})_{\text{Uncorrected}}$, or a value more extreme, was achieved based on our empirical probability distribution function for $\epsilon(\hat{\theta})$. We use the inverse binomial distribution with $n$ samples and a 50% probability of success to estimate what cross-validation error, $\epsilon(\hat{\theta})_{\text{Corrected}}$, that would result in $p_{\text{RFT}}$, if we did not test multiple $\theta$.

In their formulation of this theory, they considered the bias in selecting the single best $\epsilon(\theta)$. We extend this theory, we consider the bias in selecting the best $\epsilon(\theta)$ achieved over a contiguous set of $\theta$. This makes the comparison with random field theory more apt, because it incorporates both the magnitude and extant of the reported $\epsilon(\theta)$.

12.8 Verification of Asymptotic Approach of the Optimal Value of $\theta$

While the previous sections have shown that for a given application, we can correct accurately for reporting the best, or a cluster of the best, $\epsilon(\theta)$, these sections do
not verify that our method converges on the true correct value for $\theta$, as sample size increases. To verify this, we create artificial datasets where the true optimal value for $\theta$ is known.

We construct these artificial datasets with a known solution similar to our null simulations studying the number of features selected in a $t$-statistic filtering prior to application of an $\ell_2$ regularized logistic regression model. Instead of each input dimension holding no information, we randomly add independent Gaussian signal to 75 of the 150 input features with a univariate signal to noise ratio of 0.1. This ensures that a large amount of data is necessary to accurately model each of these informative dimensions is large, so that we can observe how our method converges on the correct $\hat{\theta} = 75$ as $n \to \infty$.

### 12.9 Discussion

The selection of hyperparameters, $\theta$, can have either a minor or huge impact on the cross-validation error, $\epsilon(\theta)$, that is reported. If we assess $\epsilon(\theta)$ for multiple $\theta$, then report the optimal $\epsilon(\hat{\theta})$, our cross-validation accuracies and their corresponding estimates of significance will be inflated. Using the ideas behind random field theory, we can estimate accurately both the significance of $\epsilon(\hat{\theta})$ and the sensitivity of the solution to that particular choice of $\theta$.

The net result of applying this theory is two fold: (1) better cross-validation performance can be achieved through improved sampling of $\theta$ and mildly increasing the size of the training set and (2) our understanding of the sensitivity of the solution with respect to changes in $\theta$ improves substantially. The benefit of improved performance is clear, because the applicability of our methods critically depends on how well our models perform on out-of-sample data. By correcting for multiple testing, we maintain the out-of-sample nature of cross-validation exemplars. Additionally, instead of needing to choose the default $\theta$ for a given
application, we have established a valid and conservative method for improving
the fit of our models by determining the optimal \( \theta \) for our specific dataset.

Prior to explicitly measuring the sensitivity to \( \theta \), there was little rigorous sta-
tistical understanding for the impact of hyperparameters, which made it difficult
to compare the optimal value of \( \theta \) across applications. If a significant cluster of
\( \epsilon(\theta) \) is identified in one application, this could help limit the search space of \( \theta \)
for other similar applications, thereby reducing the number of computationally
expensive permutation tests.

Additionally, our theory provides a method for comparing the value of \( \hat{\theta} \) for dif-
ferent applications. For example, the optimal number of metabolic regions needed
to differentiate of non-epileptic seizures (NES) from left temporal lobe epilepsy
(LTLE) was high than the number needed to differentiate NES from right temporal
lobe epilepsy (RTLE). As discussed in our previous work, this has a clinically and
biologically salient interpretation: the metabolic changes associated with LTLE
involve a larger network of regions than in RTLE. This suggests that RTLE is a
more focal disease, and could be more amenable to surgical resection. Alterna-
tively, even if there are not different rates of post-operative seizure-freedom, these
results suggest that LTLE could be associated with more dysfunction outside the
epileptogenic region. This suggests that resection of the epileptogenic region, but
not associated regions, could provide seizure control and improvements in function
in the associated regions. Without a statistically rigorous theory for comparing
these two values, these observations were speculative. With our increased under-
standing, we can state confidently that the difference in the number of regions
necessary to differentiate LTLE from NES and RTLE from NES was different
statistically with an appropriate amount of confidence.

We clearly illustrated the major limitations in the Tibshirani method and in
Bonferroni correction. Both of these methods ignore the inherent dependence
of \( \epsilon \) on \( \theta \). By explicitly understanding this dependence, we were able to make
substantial improvements in these methods.

The substantial difference between the structure of the random field between the null simulations and the permutation tests showed that this structure may depend on $X$. Therefore, null simulations prior to measuring $\epsilon(\theta)$ can assist in planning the sampling of $\theta$ and to give researchers a general idea of the structure of the field. However, permutation tests may be necessary to estimate the significance of the observed results accurately.

12.9.1 Recommendations for Determining Significance of Observed Maximum Cross-Validation Accuracy

We showed here that our perspective of using random field theory to correct for sampling $\theta$ outside the context of nested cross-validation does not lead to over-inflated $p$-values. If a researcher as already determined that permutation tests are necessary to estimate empirical probability distributions of chosen summary parameters, then no additional processing has to occur to apply our methods. Therefore, it is not necessary to perform both permutation tests and nested cross-validation. Instead, as we showed here, we recommend pre-determining a regular grid sampling across the range of feasible values for $\theta$, then performing permutation tests to correct for the multiple testing that occurred by assessing the cross-validation performance at multiple $\theta$.

If permutation tests are not necessary inherently to the chosen approach of the researcher, then we recognize that the computational cost of permutations frequently is much higher than nested cross-validation. Therefore, if the goal of the classification is solely to produce a single, highly accurate predictive tool, then our method is unnecessary. If, however, one seeks to develop an accurate and interpretable model at all stages, then we recommend sampling the cross-validation performance for a selection of potential $\theta$ and correcting for multiple
testing using our method. Even if the primary interest of the work is not to learn about $\theta$, the interpretation of the parameters inherent to the model, $\psi$, are inexorably linked to $\theta$. Therefore, improving our understanding of $\theta$ also improves our understanding of $\psi$.

### 12.9.2 Planning Sampling Schemes for Hyperparameters

In addition to our primary goal, performing null simulations on a proposed set of $\theta$ prior to analysis of real data also allows researchers to make more principled choices. To define notation, we designate the set of $\theta$ that one wants to assess the performance of as $\{\theta\}$. In the above work, we assumed that researchers had predetermined $\{\theta\}$. However, in addition to determining significance, null simulations can be used to determine $\{\theta\}$. For the assumptions of stationarity of the mean and correlation structure to hold, one must determine a sampling scheme for $\theta$ where the $\{\theta\}$ are evenly spaced. By performing a small set of null simulations for a proposed $\{\theta\}$, these assumptions can and should be tested directly.

In addition to checking stationarity, prior null simulations can determine the required density of $\{\theta\}$ over the search space, and the minimum performance necessary to achieve a significant result. As the above examples showed, testing multiple values of the regularization parameter, $\lambda$, did not result in substantial changes to the performance. Therefore, only a couple of representative values needed to be tested to characterize the performance over a wide range of $\lambda$. The number of features selected using $t$-statistic filtering, however, resulted in major changes to the performance. Especially when the dimensionality of $X$ was 1,000, it was not necessary to test every possible value of $F$. Our results suggest that if one tested every 100 $F$, then adjacent samples would be less than 50% correlated. Further, if every possible value for $F$ was chosen, then the observed performance at one specific value would need to be greater than 90% to be significant, statistically.
If we believed, due to issues in data quality or consistency, that the maximum achievable performance was less than 90%, then we should limit the size of \( \{ \theta \} \) so that the magnitude of the potential bias from choosing the best performance for a specific \( \hat{\theta} \) is reduced. Therefore, prior null simulations can help researchers effectively plan their experiments based on the performance they seek to achieve, and the known correlation structure of performance on \( \theta \).

Our method also can be extended trivially to calculate the statistical power of a given \( \{ \theta \} \). Just as the null simulations estimate an empirical probability distribution for performance, one could use simulations to estimate the probability distribution for performance if a difference of a given magnitude did indeed exist. Due to the major differences between the null simulations and the permutation tests, we expect that these power calculations would be approximate, as are most power calculations.

12.9.3 Limitations and Future Directions

Our theory relies on the strong assumption and verification that cross-validation performance is a stationary random field across the range of \( \theta \). As we did here, it is critical to check this assumption prior to the application of our method. In that way, our perspective of random field theory is not a cure all. If these strong assumptions are met, then the validation data can be used both to assess out-of-sample performance and optimize \( \theta \). If not, then over-sampling \( \theta \) and reporting the best performance remains a dubious practice, at best.

An important limitation to our method, as currently framed, is that \( \{ \theta \} \) must be defined independent of the observed performance. If \( \{ \theta \} \) is selected adaptively (i.e. Newton’s method), then simply testing the same \( \{ \theta \} \) would result in an over-estimate of significance. The effective search area of adaptive methods is much larger than the actual search area because low-performance regions are left
untested. Therefore, even though it is tempting, researchers should not test many, seemingly random values for $\theta$ until a desired result is achieved. Even if they use our method to correct for the $\{\theta\}$ they tested, our estimate of significance would be inflated. Further work must be done to estimate the significance of results when adaptive sampling schemes for $\theta$ are implemented.

12.10 Conclusion

Our method of applying the ideas of random field theory to determining the significance of observed cross-validation accuracies for a range of hyperparameters allows for improved reported accuracies and understanding of the sensitivity of these accuracies to changes in hyperparameters. This method vastly out-performed the two alternate methods of correction.
In the above chapters, we described the initial development of CADTs designed to be applicable to clinical care of seizure disorder, as well as an important section of novel statistical methods to train those algorithms better. These manuscripts demonstrate the wide potential and success of these methods, given just a few years of development.

In part 2 of this work, we addressed a basic challenge to training and optimizing machine learning models. Even though the methods for learning parameters inherent to these models are efficient and effective, the effect of hyperparameters previously were not rigorously studied or understood. Our methods both provide an effective, if not efficient, method for optimizing hyperparameters as well as understanding the sensitivity of the observed solution to the choice of hyperparameters. Previous methods to address this basic issue in machine learning did not have as strong backing in statistical rigor [367, 368, 366]. While we did not find succinct analytical expressions that could be predicted a priori based on the structure of the log-likelihood functions, future work could help provide a mechanistic and statistically rigorous explanation for the structure we observed with our empirical methods. This could reduce the need for computationally expensive empirical simulations. These simulations are the primary limitation to the application of our method.

We illustrated our theory for a regularly sampled, predetermined range of hyperparameters. Of course, this is not the only method for sampling and optimiz-
ing a hyperparameter of interest. Other adaptive sampling schemes, like Newtons method described in Didactic Background, are governed by the same theory of a random field. The methods for determining significance under such a sampling scheme are undetermined and need more study. Our methods and results provide a necessary base from which these follow up studies can be conducted.

The motivation for the development of this novel statistical perspective was difficulties that were encountered when developing the CADTs. When seeking to train effective CADTs, we were unsatisfied with the lack of statistical rigor in the previous practices in selecting hyperparameters a priori and the inability of previous methods to incorporate the spatial dependence of performance on the hyperparameter. While we do not claim that our method obviates the challenge we encountered, it does begin to provide an approach to address it.

Prior to Kloppels landmark papers in the analysis of MRIs from patients with Alzheimers disease with a SVM in 2008 [168, 369], machine-learning tools had not been applied extensively to high dimensional clinical data with the goal of assisting in the diagnosis of patients. In subsequent years, the wide applicability of this perspective has been demonstrated for many diseases including dementia, neuropsychiatric disorders and radiology [62]. In particular, recent work demonstrated how a machine-learning tool to detect cancerous lung nodules was as accurate as expert radiologists, and had a slightly lower false positive rate [156]. Despite the numerous academic manuscripts describing the success of machine learning, there are few FDA-approved CADTs because there are a number of practical and theoretical barriers to implementation [62].

In this work, we demonstrated that this machine-learning perspective could assist at multiple key decision points in the diagnosis of patients with seizure disorder. Prior to this work, the epilepsy literature focused primarily on utilizing conventional statistics to study the difference between populations of patients with and without particular seizure subtypes. The plethora of papers describing the
difference between healthy controls and patients with NES or ES using clinical assessments and neuroimaging data provide evidence for this focus on population statistics [18]. This helps understand the population of interest, but does not provide as much evidence about the individuals that comprise that population. Concurrent with our work, there has begun to be a slow shift towards personalized predictive algorithms that seek to use these differences in populations to diagnose individual patients.

These personalized predictive algorithms can be applied to many clinically relevant challenges other than diagnostics. In epilepsy and other disorders, the same statistical methods could be used to predict which patients may respond more favorably to particular medical or surgical treatments.

In particular, reliably identifying patients that will become seizure free with minimal function loss after resective surgery for epilepsy would have a high clinical impact. For patients with mesial temporal lobe epilepsy, two thirds of patients have a favorable outcome after surgery. The rate of success in extratemporal epilepsy is lower. If we could identify patients who would not benefit from surgery before we operate, that would reduce morbidity, mortality through SUDEP, and save appreciable cost in treating the epilepsy. The challenge in predicting post-operative outcome is that relatively few patients undergo surgery, and maintaining contact with patients to follow their progress 5 or 10 years after surgery is time-intensive and expensive.

Another high impact application of these types of statistical methods is in predicting which patients may respond more favorably to which anti-seizure medications. One particularly salient treatment choice occurs when determining if a patient with infantile spasms should be treated with vigabatrin or high dose adrenocorticotropic hormone (ACTH). The cost of ACTH is high in both absolute dollars and side effects, but without effective treatment these patients will have devastating neural damage. However, not all patients respond to ACTH.
If we could identify which patients could be treated effectively with vigabatrin or ACTH prior to treatment, then we could save substantial time and money. The challenge to developing these treatment predictive tools is that there is not a rich literature describing biomarkers for which patients will respond. Therefore, we must generate, evaluate and validate any potential predictive biomarker using high quality data.

However, in order for these personalized predictive methods to be applied directly in the epilepsy clinic, a number of practical and theoretical barriers must be addressed. We highlighted the importance of choosing the appropriate control group to reflect the clinical question the CADT seeks to address [81]. Unfortunately, previous methods focus on differentiating patients with ES or NES from seizure-naive controls, which does not reflect the clinical challenge [72, 26, 27, 73, 28, 74]. Previous work also focused on collecting research quality measures on recruited patient populations to validate their methods. We extended this work by operating on clinical quality data from an unselected patient population [37]. This extension addresses how well these CADTs could perform when applied to real world data, as clinicians see them. Our use of archived records from an EHR highlights that the methods we developed here could be applied to other similar datasets from other tertiary care centers for seizure disorder. In addition to increasing sample size, and thereby performance (see bias-variance trade-off in Didactic Background Material) the application of these methods to data from other centers would allow us to determine how consistent the diagnostic trends are across practice locations. This would help us know if separate CADTs must be trained at each location, or if a single, generalizable CADT could be applied nationally or internationally. Despite these novel and important extensions of previous work, there are a number of necessary next steps that must be taken prior to applying CADTs directly within clinical care.

The most salient next step is a prospective assessment of our CADTs, which
were all trained based on retrospective patient samples. It is incorrect statistically to state that cross-validation artificially inflates performance and, consequentially, the significance of results. Prospective assessment tests how well the trends seen in retrospective data translate to new patients. Especially with psychosomatic disorders like psychogenic NES, the character of the seizures may change over time depending on many factors including but not limited to cultural beliefs and patient education initiatives [370, 371, 372]. For all diseases, the pattern of comorbidities and historical factors may change over time due to more effective acute and chronic treatment of these events. In particular, we hope the current focus on the treatment and prevention of head injuries will change how many patients develop either epileptic or non-epileptic seizure disorder after these events [373, 374, 375]. Additionally, by identifying the common comorbidities in psychogenic NES, we can identify where prevention and education resources can be targeted to reduce the number of patients that experience their first psychogenic seizure or the burden of psychogenic seizures in general. Lastly and most importantly, when CADTs are utilized in clinic, the patient serves as a prospective application of the method. Therefore, prospective validation of CADTs is critically needed to determine how they will perform in real world clinical application.

Additionally, we note that substantial further development is needed to integrate multiple modalities into a single CADT. The majority of the work above addressed the initial development of single modality CADTs that are pre-requisites for the multimodal work. At each stage of the diagnostic process, newly acquired information must be used to update the prevailing assessment of the patient. By developing multimodal, update-able algorithms, future work could hope to mirror the diagnostic process. However, it is important to stress that these tools do not aim to replace clinical reasoning. Instead, they aim to provide information to the clinician that would not otherwise be appreciated.

One important question about all of these CADTs is how will they be inte-
grated into the clinical process, once fully validated? To assess this, we need to observe directly how clinicians utilize the information as we provide it to them. This means conducting randomized validation studies where clinicians are provided information from CADTs, or they conduct the standard of care. This allows for direct comparison of the diagnostic performance and follow up outcomes in patients treated with and without the assistance of CADTs. In this way, we could measure if CADTs have an impact on the public health problems that we described in the introduction. This level of validation is outside the scope of this graduate thesis. However, the work described here provides a strong foundation for future CADTs to address those dismal statistics we outlined in the introduction.
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CHAPTER 15

Abbreviations, Notation & Glossary

15.1 Abbreviations

- 2D: Two dimensional
- 3D: Three dimensional
- AD: Alzheimers disease
- AED: Anti-epileptic medication
- ACTH: Adrenocorticotropic hormone
- ADNI: Alzheimer's disease neuroimaging initiative
- ADT: Alternating decision tree
- ANOVA: Analysis of variance
- ASM: Anti-seizure medication
- AUC: Area under the ROC
- AVP: atrial ventricular premature contraction
- BLR: Bayesian Logistic Regression
- BTLE: Bilateral temporal lobe epilepsy
• CAD: Computer aided diagnostic
• CADT: Computer-aided diagnostic tool
• Caltech: California institute of technology
• CD: Conditional dependence
• CI: Confidence interval
• CL10CV: Cyclical leave-one-out cross validation
• CoD: Curse of dimensionality
• CT: Computed tomography
• DGSOM: David Geffen school of medicine
• DD-FS: Data-driven feature selection
• DDx: Differential diagnosis
• DTI: Diffusion tensor imaging
• DTR: Deep tendon reflexes
• DOPA: Dihydroxyphenylalanine
• EDE: European database on epilepsy
• EEG: Electroencephalography
• EHR: Electronic health record
• EKG: Electrocardiogram (acronym from the German)
• EM: Expectation maximization
• ERSD: Event-related spectral perturbation
• ES: Epileptic seizure
• FBP: Filtered back projection
• FDG-PET: fluorodeoxyglucose positron emission tomography
• FLE: Frontal lobe epilepsy
• FS: Feature selection
• FTLD: Fronto-temporal lobar dementia
• GERD: Gastro-esophageal reflux disorder
• GPRD: General practice research database
• GUI: Graphical user interface
• IC: Independent component
• ICA: Independent component analysis
• IRB: Institutional Review Board
• $L_1$-LR: $L_1$ regularized logistic regression
• LBBB: left bundle branch block
• LONI: Laboratory of Neuroimaging
• LOOCV: Leave-one-out cross validation
• LTLE: left temporal lobe epilepsy
• LDA: Fisher linear discriminant analysis
• LLE: Local linear embedding
• MA: Manual analysis
• MCI: Mild cognitive impairment
• MCMC: Markov-chain Monte Carlo
• MCAR: Missing completely at random
• MDS: Multidimensional scaling
• MEG: Magnetoencephalography
• MI: Mutual information or myocardial infarction
• ML: Machine learning
• MLR: Multivariate logistic regression
• MLP: Multilayer perceptron
• MSE: The variance of the data explained by the model.
• MSTP: Medical scientist training program
• MRI: Magnetic Resonance Imaging
• mRMR: Minimum redundancy, maximum relevancy
• NES: Non-epileptic seizure
• NF1: Neurofibromatosis type 1
• NNMF: Non-negative matrix factorization
• NNP: Neurologically normal patients
• NOS: Not otherwise specified
• NIH: National Institute of Health
• OLE: Occipital lobe epilepsy
• OSEM: Ordered subset expectation maximization
• PC: Principal component
• PCA: Principal component analysis
• PDF: Probability distribution function
• iPET: interictal PET
• PET: Positron emission tomography
• PGP: Personal genome project
• PI: Post-ictal
• PLE: Parietal lobe epilepsy
• PNES: Psychogenic non-epileptic seizure
• PVC: Ventricular premature contraction
• PWE: Patients with epilepsy
• PWN: Patients with non-epileptic seizures
• QDA: Fisher quadratic discriminant analysis
• RBBB: right bundle branch block
• RFI: Request for information
• RFE: Recursive feature seleimnation
• ROC: Receiver operating curve
• ROI: Region of interest
• ROS: Review of systems
- sMRI: Structural magnetic resonance imaging
- SD: Standard deviation
- SE: Standard error
- SIBTP: Systems and integrative biology training program
- SNR: Signal to noise ratio
- SOZ: Seizure-onset zone
- SM: Sensorimotor cortex
- SPECT: Single-photon emission computed tomography
- SVM: Support vector machine
- SSE: Sum of the squared error of a model
- TBI: Traumatic brain injury
- TIA: Temporary ischemic attack
- TLE: Temporal lobe epilepsy
- TV: Total variation
- UCLA: University of California, Los Angeles
- US: United States
- VC: Vector concatenation
- vEEG: video-electroencephalography
15.2 Variable & Notation Definition

- $[\cdot, \cdot]$ and $(\cdot, \cdot)$: This is interval notation where square brackets indicate that the interval includes the boundary ($\geq$ or $\leq$), whereas soft brackets indicate exclusion of the boundary ($>$ or $<$).
- $\hat{\cdot}$: Any variable with a hat over it is estimated from the data.
- $\|\cdot\|_r$: The $r$ norm of a variable, for $r \in \mathbb{R}_{\geq 0}$.
- $\nabla$: The gradient or first derivative operator
- $\sim$: The variable preceding this symbol is distributed according to the distribution described after this symbol.
- $<\cdot, \cdot>=\cdot^T\cdot$: The inner product of two vectors or matrices
- $\frac{\partial^k f(\beta)}{\partial \beta^k}\bigg|_{\beta=\beta_0}$: the $k$th partial derivative of the generic function, $f$, with respect to $\beta$ calculated at $\beta_0$
- $\alpha$: The false positive rate OR, in the context of an SVM, the Lagrange vector defining the support vectors
- $\beta$: linear weights of the input data to predict the independent predicted variable OR, equivalently, the vector with which multidimensional data is projected onto to make a classification
- $\chi^2_\nu$: A chi-squared distributed variable with $\nu$ degrees of freedom, defined as the sum of the square of $\nu$ standard Gaussian random variables.
- $D$: a generic diagonal matrix
- $\epsilon$: binary or continuous error of the predicted model
- $\in$: The variable preceding this symbol is within the set listed after this symbol.
• $i$: subject or datapoint-specific index

• $j$: the covariate or dimensionality-specific index

• $E(\cdot)$: the expectation (or average) of a variable

• $F_{\nu_1, \nu_2}$: An F-statistic with $\nu_1$ and $\nu_2$ degrees of freedom, defined by the ratio of two $\chi^2$ variables.

• $g(\cdot)$ or $f(\cdot)$: a generic function of the variable

• $G(j, k)$: the Gini impurity for a given covariate $j$ and threshold $k$ (see Machine Learning Classifiers).

• $H(\cdot) = \nabla^2$:$\cdot$: The Hessian or second derivative of a vector valued variable

• $\ell$: log-likelihood function of the data given the model

• $L$: likelihood function of the data given the model

• $L_r$: the distance between two points, as defined by the $r$-Minkowski metric where $r \in \mathbb{R}_{\geq 0}$.

• $\text{logit}(\cdot) = \frac{\log \cdot}{\log(1-\cdot)}$: the logit transform function

• $MI(\cdot, \cdot)$: The mutual information between two variables

• $m$: the dimensionality of $X$ prior to any feature selection (width of $X$)

• $n$: the total number of exemplars in a dataset (height of $X$ or length of $Y$)

• $\pi$: The transcendental number that begins with 3.14 or the estimate of the probability of logistic data

• $\psi$: The set of parameters that are estimated by optimizing a log-likelihood or objective function

• $P(a|u)$: The probability of $a$, given or conditional on $u$. 
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• \( \mathbb{R}_{\geq 0} \): The set of all non-negative real numbers.

• \( \sigma \): standard deviation of error of a predictive model

• \( tr(\cdot) \): the trace of a matrix

• \( \theta \): The set of hyperparameters that define the structure of the model, but are not optimized jointly with \( \psi \).

• \( w \): A separating hyperplane that is perpendicular to \( \beta \).

• Variance
  
  - \( Var(\cdot) = \sigma^2 I_n \): The variance matrix of a vector.
  
  - \( Var_S(\cdot) = \sigma^2 \): The scalar variance of a variable or vector. If \( \cdot \) is a vector, then each element of the vector is considered an independent sample that can be used to estimate the sample variance.

• \( X \): matrix of input data
  
  - \( X_i \): vector of input data from the \( i^{th} \) datapoint
  
  - \( X_j \): vector of the \( j^{th} \) covariate of data from all exemplars

• \( Y \): vector of independent predicted or output variable
  
  - \( y_i \): value of independent predicted or output variable from the \( i^{th} \) datapoint. Note that computer scientists and those that use SVM think of \( y_i \in \{ \pm 1 \} \) whereas statisticians tend to think of \( y_i \in \{ 0, 1 \} \). Depending on the context, we switch between these definitions to maintain consistency with the prevailing literature.
15.3 Glossary of Terminology

- **Exemplar**: Individual point of data, with an associated outcome and input data

- **Expectation**: Average or mean of a variable

- **Free parameter**: see Parameter

- **Gaussian Distribution**: The standard Gaussian or normal distribution: 
  \[ P(Y = y | E(Y) = \mu, Var(Y) = \sigma^2) = \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{(y-\mu)^2}{2\sigma^2}} \]

- **Parameter**: a variable that is estimated through a statistical optimization process

- **Hyperparameter**: a variable that is critical to a model, but is not jointly optimized with parameters

- **Ictal**: Another word for seizure.
  - **Interictal**: Between seizures
  - **Peri-ictal**: Around seizures
  - **Pre-ictal**: Before seizures
  - **Post-ictal**: After seizures

- **Likelihood function**: an explicit mathematical expression of the likelihood of the data, given the model

- **Manifold**: A non-linear lower dimensional surface that exists within a higher dimensional space

- **Normal distribution**: see Gaussian distribution

- **Objective function**: an explicit mathematical formulation that is minimized and/or maximized to estimate free parameters of the model
• Loss or penalty function: The function that defines how well your model fits the training data.

• Overfitting: Using non-generalizable trends in the training data to improve the log-likelihood or objective function.

• Sensitivity: The accuracy of the predicted classification on the diseased patients or the \( y_i = 1 \) patients.

• Specificity: The accuracy of the predicted classification on the not diseased patients or the \( y_i = 0 \) patients.

• Space: The concept of visualizing data as points or vectors with respect to dimensional axes. Dimensional axes can be thought of as a reference frame for how to compare data.
  
  – Observational space: Dimensional axes defined by the raw measurements made.
  
  – Transformed space: Dimensional axes are defined by the transformed measurements.

• Standard deviation: The square root of variance.

• Standard error: An estimation of the unbiased population standard deviation around an estimate of the mean, defined by \( SE(X) = \sqrt{\frac{Var(X)}{n}} \).

• Variance: A quantification of the spread of a variable, \( X \), around its mean, \( E(X) \) defined by \( Var(X) = E(XX^T) = \frac{1}{n-1} \sum_{i=1}^{n} (x_i - E(X))^2 \).

• Supervised algorithm: An algorithm that uses the class information, \( Y \), from the training set to inform the solution.

• Unsupervised algorithm: An algorithm that does not use class information, \( Y \), from the training set to find a solution.
• Semi-supervised algorithm: An algorithm that includes input data both with known and unknown class information to find a solution.

• Voxel: Volumetric pixel
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