Laser pointer interaction for 3D angiography operation
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Abstract: A primary challenge for creating an interactive display in operating room (OR) is in the definition of control methods that are efficient and easy to learn for the physician. Apart from traditional input methods such as mouse and keyboard, we present a system that utilizes the laser pointer to manipulate directly the 3D medical images of angiography on LCD display. This work is based on laser detection, tracking the spot, and laser gesture recognition using an ordinary laser pointer. The laser spot is captured by a web camera and its location recognized with the help of the computer vision techniques. The system includes two moving operations to execute commands: “circle gesture” with two directions and “line gesture” with four directions. The recorded laser gestures are then recognized using two different algorithms: dynamic time wrapping (DTW) and one dollar (1S) recognizer. Our experiments show that the DTW algorithm performs better with an overall accuracy of %89.6 and is faster than the 1S algorithm. This paper describes the proposed system, its implementation, and an experiment that is performed to evaluate it.
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I. Introduction

Large displays are increasingly being critical and prevalent in our daily activities. Previous studies have shown their benefits in several tasks such as navigation [1], multitasking [2]. As well as they encourage communication and collaboration among members of a group in a shared area [3]. User interaction with large displays is one of the important topics in human-computer interaction (HCI) research community [4]. Recently, many applications of a large interactive display have been explored. It had a significant impact on different fields such as medical image processing, advertising, information visualization, public collaboration, and education classrooms [5, 6]. As large display becomes widespread and ubiquitous, it presents some challenges that can not be easily handled by using traditional input devices such as mouse and keyboard [7]. However, users of large displays are often standing, working up close to the screen and may want to walk unrestrictedly in front of it. It is awkward and not practical to ask them to hold the mouse while manipulating the objects on the screen.

Typically, any person in a meeting room, where an object is shown on a large display, uses a laser pointer device to point to some details displayed on the screen. It is useful to identify ways in which improving the use of laser pointers. For instance, employing laser pointer as an interactive tool to do some operations such as open a new application, zooming, and panning images. This idea could be achieved if the laser pointer is somehow used as a device that would be able to go like the mouse on the screen. Several methods have been proposed to interact with large displays using laser pointers. For example, circling gesture [8] and dwell time [9], these methods cover different fields such as Windows operations [10]. However, it is still difficult to use the laser pointer as an efficient input device because of problems such as the hand jitter problem, detection errors, and latency.

In this paper, we attempt to use the laser pointer in a medical application that can be useful in operating rooms. Hepatic angiography is a study of an X-ray of the blood vessels that supply the liver. The procedure uses a thin and flexible catheter that is placed into a blood vessel through a small cut. A trained doctor called an Interventional radiologist usually performs the procedure. The proposed work is part of a project entitled IAArgio, this project is a research activity that aims to develop a three-dimensional (3D) imaging system of hepatic angiography.

In the OR, surgeons can not use devices like mice and keyboards. In such situation, the surgeon usually asks another staff member to help him to interact with the display (e.g. Zoom in/out images). The latency between surgeon decisions and actions to be performed by the other member motivated our work. As a substitute, laser pointer technique is proposed in this paper for this particular problem. An interactive system is presented to help surgeons in the OR to control the reconstructed 3D image on the LCD using laser pointer gestures, which can be executed at a distance from the screen.
The system only uses an inexpensive laser pointer with an on/off button and a web camera to capture the movement of the laser spot on the screen. The main contribution here is to develop an algorithm that has the ability to understand the laser pointer gestures as commands to interact with the objects shown on the screen depending on the presence and the absence of the laser spot, and explore different application that can be used with those gestures.

The rest of the paper is arranged as follows: Section 2 summarizes the related work. Section 3 describes the system overview of our research and illustrates the proposed approach. Section 4 and Section 5 present the experiment and the results.

II. Related Work

Interaction with large displays falls mainly under two categories: remote and up-close interaction. The classic problem with up-close interactions is that users are required to walk up to the screen to interact with objects that are within arms reach. Anastasia et al. [11] proposed the Vacuum system, as a potential solution to the problem of access to remote areas of the display that are difficult to reach. It brings remote objects closer to the user for viewing and manipulation. However, when users step back from the display to view the contents of the entire screen, they can no longer interact with the objects until they step forward to touch the screen.

One of the solutions is to use remote interactive techniques that allow users to interact with large displays from a distance. Instead of learning completely different new methods to interact using new scenarios, it would be better to adopt the natural channels of communication that are familiar to people in their daily life, e.g. gesture, eye-gaze, speech, and physical tools [12, 13, 14, 15]. One way explored is through the use of laser pointer [16] as an input device. As it allows direct interactions, and the users can perform all the operations by small wrist motion [17, 18]. However, all of these systems adopted a compatible mouse interface. Where, the user holds the laser pointer with a fixed posture for a certain amount of time on a specific spot on the display to click anything. This technique is called the “holding technique”.

Myers [19] showed that it is difficult for a user to keep a laser pointer fixed on a specific area of a screen for a long time as the beam is unsteady, and users cannot turn the device on or off at will. Shizuki et al. [20] attempted to move away from this method where the proposed system depends on the crossing technique where the users execute commands through using the four peripheral screen areas. Hisamatsu et al. [21] also combined the crossing technique with another one that’s based on moving gesture, i.e. the user can draw circles by laser pointer to select objects. Bi et al. [22] used laser pointers with buttons as interaction devices for one or more displays. Such systems are more suitable for multi-user interactions. However, the additional electronics requirements reduce the advantage of laser pointers: low cost and ubiquity.

One of the important issues in the laser pointer system is its ability to detect the laser spot. Threshold method is considered one of the popular ways in the detection process. It attempts to extract the object of interest by finding the brightest spot in the image [23]. However, Shin et al. [24] claimed that: 1) high contrast level may cause the laser spot to appear as a glow, which prevents the correct detection. 2) A change in the environment lighting may cause the algorithm to misinterpret the spot position, and 3) laser spot may not be the brightest spot on the display due to lighting effects or the existence of other bright colors. Sugawara and Miki [25] used a special laser pointer called WDM with a visible laser beam and an invisible infrared laser beam. Then, they attached a band pass filter to the camera so that only infrared wavelength can pass through. A hybrid technique [26] may also be used to solve the problem of the threshold method, but the algorithm may be too slow for a real-time application.

Background subtraction is another simple and popular method for laser spot detection [27]. One of the disadvantages of this method is that any foreground object remains static for a period will disappear as the algorithm will misunderstand it as a background object.

In this paper, two methods are evaluated to select the one that is well suited to our system for the laser detection process: thresholding and background subtraction. The proposed system is based on several steps: laser spot detection, tracking laser spot, and laser gesture recognition that will be described in detail in the following section.

III. System Overview

The proposed system is composed of a large screen, a laser pointer and a laptop PC connected to a web camera to detect the laser pointer position (see Figure 1(a)). For the camera, the system requires a low-cost web camera yet adequate for initial tests, it can deliver up to 30 frames per second. The camera is used to capture the image of the screen and then in this captured image, the system detects the laser pointer and identifies its corresponding position on the screen. The image is shown over the large display (see Figure 1(c)), and the surgeon controls the reconstructed 3D image through performing laser gestures for zooming, rotating, and flipping (see Figure 1(b)).
3.1 System Details

In this section, the proposed system details are discussed that endow computers with the ability to understand the context in which laser gestures are made. After the image has been captured by the web camera, it is considered as the input of the laser detection algorithm. Laser spot detection step is performed to identify which one of the detected foregrounds is the actual laser spot. First, thresholding process is performed to separate the image into a foreground object and background. Every frame is converted from RGB to HSV color space, where the color of interest (i.e., red or green color) is filtered between a minimum and maximum threshold values as seen in Figure 2. However, the threshold approach failed to detect the laser spot with other bright colors (see Figure 3(a)). Second, the background subtraction method is performed where a frame is compared to another frame in which a significant difference between those frames is identified as the foreground object. This method achieves good results in distinguishing the laser spot as illustrated in Figure 3(b). After testing the two approaches, the background subtraction is perfectly suited to the proposed system based on the assumption that the background of our environment is entirely static.

Second, some morphological operations are performed such as "Erode" and "Dilate" to remove noise and improve the appearance of the laser spot. After the algorithm detects the presence of the laser spot on the image, it returns its position corresponding to the screen grid. The moments method used to calculate the position of the center of the laser spot. The first order spatial moments calculated around x-axis and y-axis and the zero order central moments of the binary image. Where, the zero order central moments of the binary image are equal to the white area of the image in pixels (i.e., the noise of the binary image also should be at the minimum level to get accurate results).
For high-quality results, there are few constraints in the system to be setup. The proposed system uses the following basic assumptions:
1. The web camera is supposed to be fixed and motionless.
2. The brightness and exposure settings of the camera are reduced in order to improve the detectability of the laser spot.

Figure 3: The two approaches with other bright colors.

One of the challenges that is considered to be a part of the laser gesture recognition system is about identifying the start and the end points of the intended gesture. As the user moves from one laser gesture to another, he performs several unintended movements with his hand that links the two consecutive intended gestures. The system may attempt to recognize this inescapable intermediate move as a meaningful one. To solve this problem, each gesture is recognized with the laser-on and laser-off events. The start point is recognized when the laser button is pressed. In contrast, the end point is recognized when the user releases the laser pointer button. However, the user may attempt to perform laser on/off events only to point to some details on the screen, and he/she does not mean to interact with the large display.

To differentiate between intended and unintended gestures and based on our user analysis empirical study, we assume that every intended laser gesture takes about 1-2 seconds to be performed. Thus, any gesture exceeds that time is considered as an unintended gesture.

Finally, to recognize the laser gestures, two different algorithms are tested in order to choose the best algorithm for the proposed system. The first algorithm is called dynamic time warping (DTW) algorithm. The DTW is a time series alignment algorithm developed basically for speech recognition. It aligns two sequences of feature vectors by warping the time axis iteratively until an optimal match between the two sequences is found. The second one is called 1S recognizer algorithm. The 1S uni-stroke recognizer is a 2-D single-stroke recognizer designed for rapid prototyping of gesture-based user interfaces. It is an instance-based nearest-neighbor classifier with the Euclidean scoring function, i.e., a geometric template matcher.

In the recognition process, the system receives a continuous stream of coordinates, the trajectory of each intended laser gesture is recorded. The data that is collected from the web camera is used to recognize gestures such as the circle in the two rotational directions and the line with the four directions: up, down, left, and right. Every gesture will then be compared with a set of predefined training data, or prototypes (in the form of templates) to recognize which gesture is being signed. A label corresponding to the recognized gesture will be displayed on the large display.

IV. Experiment

In order to understand how laser pointer performs in interventional procedures, the experimental evaluation has been performed. The main research questions are:
1. Whether the laser pointer system is a potential substitute for the conventional input system in ORs.
2. Whether the laser pointer system can facilitate the surgeons in dealing with the 3D models that is shown on the large display.

Thus, our goal of this experiment was to measure the total time, including error correction, that is spent on executing the interactions with the large display using the laser pointer compared to other techniques that are executed in the OR in a conventional way, i.e. the surgeon asks another staff member to help him to interact with the display using mouse and keyboard. Second, measuring the accuracy of recognizing proposed gestures...
for controlling the 3D model. The classification accuracy is evaluated in the experiment between two algorithms: DTW and 1$ recognizer.

4.1 Experiment Setup

The laboratory setup composed of a USB camera with 30 fps and resolution of 640X480. A green laser pointer (wavelength 532 nm, output power about 500 mW) is used, and the data is collected on a laptop PC running Microsoft Windows 7 with 2.4 GHz processor and 8 GB RAM. The software was written in OpenCV C++. The experiment was performed by 15 subjects, there were 5 males and 10 females aged between 19 and 25. All participants were frequent users of mouse-and-windows based systems, but none of them had any previous experience with interactions through laser pointers. The users were asked to stand close to the large display at a distance of 1.5 m (see Figure 5).

Each user is asked to use three input ways: the traditional way, i.e. input with a mouse and keyboard, and the laser pointer per each classifier (DTW and 1$ recognizer) in order to complete two tasks as shown in Figure 4:

**Task 1:** Rotating the 3D model over X and Y axis using four gestures: right-line, left-line, up-line, and down-line.

**Task 2:** Zooming in/out the 3D model using two gestures: circle-clockwise and circle-counterclockwise.

![Figure 4: Laser command mappings.](image)

Users have a single training session before performing the experiment to familiarize themselves with the laser pointer technique. Each user was briefed on the goals of the experiment, and the system was demonstrated by the experimenter. Then, each of them should complete 4 sessions per each technique. Each session consisted of all six commands and has a different order for the performing gestures.

![Figure 5: Laboratory experiment using the traditional method and the laser pointer.](image)

V. Results and Discussion

Experimental data shows that mouse-based interactions are faster than the laser pointer either with the DTW or the 1$ (Figure 6). However, the average time cost to complete the total task with the mouse and the keyboard is just two seconds faster than that with a laser pointer using the DTW recognizer. Considering that, the latency problem or the slowness of the spot recognition can be solved by using better and faster cameras connections, we are satisfied with the performance of the laser pointer with DTW recognizer relative to the traditional method.
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The averaging accuracy of DTW is 89.6%, it means that the system misinterprets the laser pointer gestures at a rate of 10%. Generally, it is noticed that there are some obvious sources of error in the DTW system. For instance, some circle gestures and line gestures (i.e. usually left-line and right-line) are misclassified as down-line or up-line. The expected reason is that some users perform lines with a slightly skewness down or up. Similarly, circles with a very small diameter also misunderstood by the system. In the experiment of the DTW, we observed the hand jitter problem but, it was not a major problem as reported in existing literature [9]. It did not have a significant effect in our experiment because users were not asked to hold the laser steady for a long time. That is, drawing circles or lines is relatively easier than keeping a laser spot fixed on a specified location for a period of time.

As shown in Figures 7 and 8, the laser pointer with the 1S recognizer including error correction is almost twice as slow as the mouse and the averaging accuracy of 1S is 75%. The algorithm performs well and achieves good results in differentiating between the line shape and the circle shape, but it also has some limitations. The 1S can not distinguish gestures whose identities depend on aspect ratios, locations, or specific orientations. This means that separating up-lines from down-lines or left-lines from right-lines is not possible without modifying the conventional algorithm. This explains why the 1S comes last in the total time results. When the users make mistakes, they need extra time to correct their errors as we give them two trial for error correction.

Figure 9 displays the number of errors for all participants in each session for both algorithms. It is observed that the errors in DTW in session 3 and 4 are much less than those in session 1 and 2 which indicates that a user can be expected to improve in the usage of the laser pointer with the DTW. However, we can not expect that in the 1S classifier. There was no discernible difference in user performance between any of the four sessions. After calculating the number of errors for all participants in each session, the largest number occurs during session 2.
The obtained data from participants' gestures are then analyzed using an ANOVA test. First, a one-way ANOVA test is performed in regards to the time of the total task for the three input ways. The test indicates that there is a significant difference between the three algorithms (p<0.05). However, the ANOVA analysis only indicates that if there is a significant difference between at least one pair of the group means. It does not indicate what the pair or pairs are significantly different. To find which method is of better performance, a Tukey HSD test needs to be performed. A Tukey test is interested in examining mean differences where any two means that are greater than HSD are significantly different. From ANOVA results, the mean values of the three input ways: mouse, $1S$, and DTW are $M_1$, $M_2$, and $M_3$, respectively.

A post-hoc analysis using a Tukeys HSD test showed that HSD=13.18, with $M_1 - M_2 =109.36$, $M_2 - M_3 =108.43$, and $M_3 - M_1 =0.93$. Thus, the total time of the $1S$ recognizer was significantly larger than those with the other input methods (i.e. no difference was found between the traditional method using the mouse and the laser pointer using DTW recognizer).

![Figure 8: Accuracy of laser pointer with two algorithms.](image)

Second, another one-way ANOVA test is performed in regards to recognition rate (accuracy) of the laser pointer with the two algorithms: DTW and $1S$. The test indicates that there is a significant difference between the two algorithms (p<0.05). Thus, participants within the DTW method group generated significantly more accurate gestures than the $1S$ recognizer.

![Figure 9: Number of errors for all participants in each session.](image)

VI. Conclusion

A real-time system is introduced to track and recognize laser pointer gestures for controlling the reconstructed 3D image on the large display using preset laser pointer gestures, which can be executed at a distance from the display. The system includes three fundamental steps: laser spot segmentation, laser spot tracking and gesture recognition. The conclusion that can be drawn from these tests is that mouse-based interactions are clearly faster than the laser pointer with $1S$ recognizer that shows poor performance with the line gestures and overall accuracy of %75. The laser pointer with DTW performs about the same as the mouse in the
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completion time with an overall accuracy of %89.6. Considering that, better cameras can improve the total time that is spent on executing the interactions with the large display, the laser pointer system could be a potential substitute for the conventional input system in ORs, and the surgeons can perform interactions without needing help from another staff member.

Future work includes firstly testing the proposed system in a real-world scenario such as the OR. However, the OR is a very critical place so the accuracy of the laser pointer with DTW should increase. Secondly, we plan to extend this work to support multiple users with personalized service. Also, we hope to find out whether other techniques can be useful in ORs, replacing the laser pointing or augmenting it.
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