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Contributions

An information-theoretic definition of similarity that is applicable as
long as there is a probabilistic model

Demonstrate how the definition can be used to measure the similarity
in a number of different domains
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Problems

Each of the previous similarity measures are tied to a particular
application or assume a particular domain model.

Their underlying assumptions are often not explicitly stated. Almost
all of the comparisons and evaluations are based on empirical results.
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Solutions

Universality: Define similarity in information-theoretic terms, which
is applicable as long as the domain has a probabilistic model.

Theoretical Justification: The similarity measure is derived from a
set of assumptions about similarity. If the assumptions are deemed
reasonable, the similarity measure necessarily follows.
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Intuitions

1 The similarity between A and B is related to their commonality. The
more commonality they share, the more similar they are.

2 The similarity between A and B is related to the differences between
them. The more differences they have, the less similar they are.

3 The maximum similarity between A and B is reached when they are
identical, no matter how much commonality they share.
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Assumptions

Assumption 1: The commonality between A and B is measured by

I (common(A,B)),

where common(A,B) is a proposition that states the commonalities
between A and B; I (s) is the amount of information contained in a
proposition s.
In information theory, the information contained in a statement is
measured by the negative logarithm of the probability of the statement.
Therefore,

I (common(A,B)) = − logP(common(A,B)).
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Assumptions

Assumption 2: The differences between A and B is measured by

I (description(A,B))− I (common(A,B)),

where description(A,B) is a proposition that describes what A and B are.

Dingquan Li (PKU) Lin ICML (1998) December 3, 2018 10 / 31



Assumptions

Assumption 3: The similarity between A and B, sim(A,B) , is a function
of their commonalities and differences. That is,

sim(A,B) = f (I (common(A,B)), I (description(A,B))),

where the domain of f is {(x , y)|x ≥ 0, y > 0, y ≥ x}.
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Assumptions

Assumption 4: The similarity between a pair of identical objects is 1.
When A and B are identical, knowing their commonalities means knowing
what they are, i.e., I (common(A,B)) = I (description(A,B)). Therefore,
the function f must have the property: ∀x > 0, f (x , x) = 1.
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Assumptions

Assumption 5: When there is no commonality between A and B, their
similarity is 0, no matter how different they are.

∀y > 0, f (0, y) = 0.
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Assumptions

Assumption 6: The overall similarity of the two objects is a weighted
average of their similarities computed from different perspectives.

∀x1 ≤ y1, x2 ≤ y2, f (x1 +x2, y1 +y2) =
y1

y1 + y2
f (x1, y1) +

y2
y1 + y2

f (x2, y2).
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Similarity Theorem

Theorem (Similarity Theorem)

Under the above six assumptions, the similarity between A and B is
measured by the ratio between the amount of information needed to state
the commonality of A and B and the information needed to fully describe
what A and B are:

sim(A,B) =
logP(common(A,B))

logP(description(A,B))
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Similarity Theorem

Proof.

For y = x , we have f (x , y) = f (x , x) = 1 = x
y .

For y > x , based on Assumptions 4,5,6, we have

f (x , y) = f (x + 0, x + (y − x)) =
x

y
f (x , x) +

y − x

y
f (0, y − x)

=
x

y
· 1 +

y − x

y
· 0 =

x

y
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Similarity Theorem

Note: If we know the commonality of the two objects, their similarity tells
us how much more information is needed to determine what these two
objects are.
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Similarity between Ordinal Values

Figure: Example Distribution of Ordinal Values

sim(excellent, good) =
logP2(excellent ∨ good)

logP(excellent)P(good)
= 0.72
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Similarity between Ordinal Values

Figure: Example Distribution of Ordinal Values

sim(good, average) =
logP2(good ∨ average)

logP(good)P(average)
= 0.34
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Similarity between Ordinal Values

Figure: Example Distribution of Ordinal Values

sim(excellent, average) =
logP2(excellent ∨ good ∨ average)

logP(excellent)P(average)
= 0.23
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Similarity between Ordinal Values

Figure: Example Distribution of Ordinal Values

sim(good,bad) =
logP2(good ∨ average ∨ bad)

logP(good)P(bad)
= 0.11
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String Similarity — A Case Study

simedit(x , y) =
1

1 + editDist(x , y)

simtri(x , y) =
1

1 + |tri(x)|+ |tri(y)| − 2 ? |tri(x) ∩ tri(y)|

sim(x , y) =
2×

∑
t∈tri(x)∩tri(y) logP(t)∑

t∈tri(x) logP(t) +
∑

t∈tri(y) logP(t)
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String Similarity — A Case Study

Let W denote the set of words in the word list and Wroot denote the
subset of W that are derived from the same root as the given word w
(excluding w). Let (w1, · · · ,wn) denote the ordering of W − {w} in
descending similarity to w according to a similarity measure. The precision
of (w1, · · · ,wn) at recall level N% is defined as

max
k

|Wroot ∩ {w1, · · · ,wk}|
k

,

s.t.,
|Wroot ∩ {w1, · · · ,wk}|

|Wroot |
≥ N%.

The quality of (w1, · · · ,wn) can be measured by the 11-point average of
its precisions at recall levels 0%, 10%, 20%, · · · , and100%. The average
precision values are then averaged over all the words in Wroot
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String Similarity — A Case Study
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Dependency Triples
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Word Similarity

Let F (w) be the set of features possessed by w . F (w) can be viewed as a
description of the word w . The commonalities between two words w1 and
w2 is then F (w1) ∩ F (w2).
The similarity between two words is defined as follows:

sim =
2× I (F (w1) ∩ F (w2))

I (F (w1)) + I (F (w2))
,

where I (S) is the amount of information contained in a set of features S .
Assuming the features are independent of one another,
I (S) = −

∑
f ∈S log(P(f )), where P(f ) is the probability of feature f .
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Example: “duty”

duty n. 1. obligation , responsibility ; onus; business, province. 2.

function , task , assignment , charge. 3. tax , tariff , customs, excise,

levy .
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Respective Nearest Neighbors

Two words are a pair of respective nearest neighbors (RNNs) if each is the
others most similar word.
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Semantic Similarity in a Taxonomy

The semantic similarity between two classes C1 and C2 is not about the
classes themselves. sim(C1,C2) is the similarity between x1 and x2 if all we
know about x1 and x2 is that x1 ∈ C1 and x2 ∈ C2. Assuming that the
taxonomy is a tree, if x1 ∈ C1 and x2 ∈ C2, the commonality between x1
and x2 is x1 ∈ C0 ∧ x2 ∈ C0, where C0 is the most specific class that
subsumes both C1 and C2.

sim(x1, x2) =
2× logP(C0)

logP(C1) + logP(C2)
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Example

sim(hill, coast) =
2× logP(geological-formation)

logP(hill) + logP(coast)
= 0.59

Dingquan Li (PKU) Lin ICML (1998) December 3, 2018 23 / 31



Quantitative Results
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Similarity Measures

Dice coefficient

simdice(A,B) =
2×

∑n
i=1 aibi∑n

i=1 a
2
i +

∑n
i=1 b

2
i

distance-based similarity

simdist(A,B) =
1

1 + dist(A,B)

Resnik (IJCAI 1995)

simResnik(A,B) =
1

2
I (common(A,B))

Wu & Palmer (ACL 1994)

simWu&Palmer(A,B) =
2× NCR

NAC + NBC + 2× NCR
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Comparison between Different Similarity Measures
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Counter-example of Triangle Inequality
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Conclusion

A universal definition of similarity in terms of information theory,
derived from a set of assumptions.

The universality of the definition is demonstrated by its applications
in different domains
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