The importance of introducing a waiting time for Lattice Monte Carlo simulations of a polymer translocation process
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A B S T R A C T

For a standard Lattice Monte Carlo (LMC) simulation of a random walker subject to a bias, it is impossible to obtain both a correct mean velocity and diffusion coefficient. To correct this, a modified LMC algorithm has been developed where the introduction of a probability of remaining in the current state allows for a distribution of intervals between jumps. In this paper, we demonstrate the impact of this modification for a first-passage problem: the translocation of a polymer through a nanopore. We find that while either approach yields the correct mean first-passage time, the incorporation of a waiting time is necessary to obtain the correct spread of times.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

In many physical processes, the dynamics of a particle in a fluid can be modeled as a (possibly biased) random walk. If we consider the simplest case of a Brownian particle moving in one dimension in the absence of an external bias, it is obvious that the particle must exhibit a zero mean velocity $v = 0$. However, due to thermal fluctuations, there is a non-zero diffusion coefficient

$$D = k_B T / \xi,$$

where $k_B T$ is the usual thermal factor and $\xi$ is the particle's friction coefficient. An external force $F$ leads to the mean velocity

$$v = F / \xi = (D / k_B T) F,$$

but the diffusion coefficient $D$ must remain unchanged (i.e., the dynamics of the particle must obey Eqs. (1) and (2) for any $F$ [1]).

Such systems are often simulated using Lattice Monte Carlo (LMC) algorithms. In a standard approach, the evolution of the system is governed by the probabilities of a random walker jumping forwards or backwards ($p_{\pm}$) on a lattice of spacing $a$ with a time step $\Delta t$. In the absence of a bias, choosing $p_{\pm} = \frac{1}{2}$ and $\Delta t = t_B = a^2 / 2D$ yields the correct $v = 0$ and $D$. However, there are still some problems with this algorithm, as we mention below.

When $F \neq 0$, in order to satisfy the detailed balance condition we need $p_{\pm}(\epsilon) = 1/(1 + e^{\pm \epsilon a^2 / 2D})$, where $\epsilon = Fa / 2k_B T$ is the dimensionless force [2]. In order to satisfy Eq. (2), the time step needs to be modified such that jumps under a higher bias take a shorter time: $\Delta t(\epsilon) = (\tanh(\epsilon / a^2 / 2k_B T) / \epsilon)$ [2]. However, it is easy to prove that the correct $D = a^2 / 2t_B$ is only recovered in the limit $\epsilon \to 0$. For $\epsilon \neq 0$, $D$ decreases monotonically and, in fact, this decrease is exponential when $\epsilon \gg 1$: $D \sim e^{-\epsilon a^2 / 2k_B T}$. Thus, within the framework of the standard LMC approach, it is impossible to obtain correct values for $D$ and $v(\epsilon)$ and satisfy detailed balance if $\epsilon \neq 0$.

To correct for this, the key is to allow for a distribution of the intervals between (successful) jumps [2]. We have developed a modified LMC algorithm where this is achieved by introducing a probability $s(\epsilon)$ of the walker not jumping at a given step of the algorithm. The addition of this waiting time, it is then possible to achieve both a correct $v$ and $D$. As an example of the necessity of this modification, we apply both the standard and modified LMC algorithms to a first-passage time problem: the translocation of a polymer through a nanopore. Using a simplified translocation model, we demonstrate that while both algorithms yield the same mean translocation times $\tau$, only the modified algorithm yields the correct variance of $\tau$. In particular, the difference between the spread of the passage times is found to be substantial in two regimes: i) very short polymers and ii) moderate to high external fields.
2. Simulation setup

2.1. Modified MC approach

As shown in Ref. [2], the correct velocity $v$ and diffusion coefficient $D$ are obtained if the probability of the system remaining in its current state is given by

$$s(\epsilon) = e^{-\epsilon} \coth \epsilon - \csc h^2 \epsilon$$  \hspace{1cm} (3)

and the jumping probabilities are

$$p_{\pm}(\epsilon) = (1 - s(\epsilon))/(1 + e^{2\epsilon}).$$  \hspace{1cm} (4)

with the corresponding time step given by

$$\Delta t(\epsilon) = (1 - s(\epsilon))(\tanh \epsilon/\epsilon)\tau_B.$$  \hspace{1cm} (5)

In fact, an algorithm with any $s(\epsilon)$ between 0 and 1 and with the rest of the parameters given by Eqs. (4) and (5) gives the correct $v$ and satisfies detailed balance; in particular, $s(\epsilon) = 0$ corresponds to the standard algorithm without the waiting time. However, using $s(\epsilon)$ from Eq. (3) is the only way to get the correct $D$ as well.

Another advantage of the new algorithm is that it gives a more accurate solution of the first-passage problem. In its simplest formulation, one considers a particle that starts at point $x$ at time $t = 0$ and moves between two walls, at $x = -b_1$ and $x + b_2$ ($b_1, b_2 > 0$), and finds the first time $\tau$ it reaches one of the walls (the first-passage time (FPT)). The FPT distribution provides the full solution of the problem, but often the first two moments, the mean FPT (MFPT) and the mean-square FPT (MSFPT), are sufficient. One can likewise formulate the first-passage problem for LMC, by considering a particle that starts at site $i$ and finding the time at which it first reaches one of the sites $i - j_1$ and $i + j_2$. If $j_1 = j_2 = 1$ (i.e., the FPT to the neighboring sites is considered), then this FPT coincides with the time until the next jump (any jump brings the particle to one of the neighboring sites), which always has the same distribution as the interval between jumps. It was shown in Ref. [2] that for any $s(\epsilon)$, whenever Eqs. (4) and (5) are satisfied, the mean interval between jumps coincides with the MFPT for the continuum problem when the distances between the initial position and the walls in the latter problem, $b_1$ and $b_2$, are both equal to $a$ (the distance between neighbouring sites in the LMC problem). Moreover, the mean-square interval between jumps can be made to coincide with the MSFPT for the same continuum problem, but this only happens when $s(\epsilon)$ is given by Eq. (3), i.e., for the new algorithm, but not for the standard one without waiting time. That is, the new algorithm gives the correct variance of the FPT, but the standard one does not. In fact, without the waiting time the move to a neighbouring site always occurs at the first step, so the FPT is deterministic and its variance is zero.

Based on the above consideration, it is easy to see that the first two moments of the FPT will be correct in the new algorithm when the walls are located at any of the lattice sites, i.e., for any values of $j_1$ and $j_2$ (with the corresponding distances in the continuum problem being $b_1 = j_1a$ and $b_2 = j_2a$). Indeed, the detailed balance guarantees that the ratio of the probabilities of the jumps to the left and to the right is correct (i.e., is the same as the ratio of the probabilities to first move to the left by $a$ and to first move to the right by $a$ in the continuum diffusion problem). Therefore the probability of any particular sequence of jumps is correct and so the distribution of the number of jumps needed to reach the walls is correct as well. Then the correct mean and variance of each interval between jumps guarantees that the mean and variance of the duration of the whole process are correct as well.

Interestingly, in the limit $\epsilon \to 0$, Eqs. (3)-(5) give $s = 2/3$, $p_{\pm} = 1/6$, $\Delta t = \tau_B/3$. This differs from the standard unbiased algorithm with $s = 0$, $p_{\pm} = 1/2$ and $\Delta t = \tau_B$. Although both give the correct $D$ and thus the second moment of the particle distribution, only the new algorithm also gives the correct second moment of the FPT distribution, as well as the fourth moment of the particle distribution [3].

2.2. Translocation model

The process of passage of a polymer (possibly driven by an external force) through a nanopore in a thin membrane (polymer translocation) is interesting both theoretically and in view of its potential applications, e.g., to DNA sequencing [4]. A very active area of research, there have been theoretical and simulation studies examining the translocation process (e.g. [5–12]). In this paper we concentrate on one experimentally measurable quantity, the translocation time, i.e. the interval between the moment the first monomer enters the nanopore and the moment the last monomer leaves it.

The underlying assumption of the simplified translocation model used here [14,15] is that the coils the polymer forms on both sides of the wall remain close to equilibrium. In that case, the state of the polymer can be approximately reduced to a single number, the translocation coordinate, which is the length of the polymer that has already translocated [5,6]. In the discretized version, the polymer is modeled as a single line of $N$ sites (Fig. 1) and the translocation coordinate $i$ is the number of the monomer (site) within the pore (the pore length is fixed at $M = 1$ in this work). This reduces the translocation process to a 1D biased random walk. In addition to the external force $\epsilon_G$ acting on the walker, there is also an entropic force $\epsilon_s$ associated with the change of the entropy of the polymer as it passes through the nanopore. All calculations are performed starting from $i = 1$ (the first monomer is in the pore and all others on the side we label cis; the other side is labeled trans). The translocation time $\tau$ is the time it takes to reach $i = N + 1$, provided that this happens before $i = 0$, which would correspond to the polymer escaping back to the cis side. Note that while this quantity is not identical to the FPT as defined above, the two problems are clearly related; the same considerations can be applied to the translocation time, with the conclusion that the new algorithm with the waiting time should provide both the correct mean and the correct variance, whereas when using the algorithm without the waiting time only the mean should be correct. When performing the simulations, we must calculate the net bias $\epsilon$ on the polymer in any state $i$ such that we can propagate the system according to Eqs. (3)-(5).

An estimate of the entropic force $\epsilon_s$ was developed in [14] and the form for the special case of $M = 1$ is given by

$$\epsilon(s) = \begin{cases} 1 - \gamma \ln(2) - \frac{\ln(2)}{2}, & i = 1, \\ 1 - \gamma \ln(2) - \frac{\ln(2)}{2i}, & 1 < i < N, \\ 1 - \gamma \ln(2) - \frac{\ln(2)}{2i}, & i = N. \end{cases}$$  \hspace{1cm} (6)

This form is valid for a self-avoiding walk on a 3D lattice with $\tilde{z}$ being the effective lattice coordination number. For this work, $\tilde{z}$ is set to 3 as for a tetrahedral network. However, the choice of a
different value corresponding to a different lattice would have no significant impact on the results as 2 appears only at the very beginning or very end of the translocation process. Known as the surface exponent, \( \gamma \) corresponds to the entropic penalty arising from the reduced number of states due to the presence of the wall and depends only on the polymer model: \( \gamma = 0.50 \) for an ideal chain, \( \gamma = 0.69 \) for a self-avoiding polymer (used here), and \( \gamma = 1.00 \) for a rod-like chain [13]. A plot of the entropic force as a function of the translocation coordinate \( i \) is shown in Fig. 2.

Note that the entropic force favours the side on which there is a greater number of monomers but that the magnitude is small unless almost all of the chain is on the same side. The external force greater number of monomers but that the magnitude is small un-

We can use Eqs. (3)–(5) with the total force \( \epsilon(i) = \epsilon_S(i) + \epsilon_E \) to perform LMC simulations. After simulating enough successful events, we can construct a distribution of translocation times, determine the mean translocation time \( \mu = \langle \tau \rangle \) and the variance \( \sigma^2 = \langle \tau^2 \rangle - \langle \tau \rangle^2 \). However, given our initial condition of \( i = 1 \), there are many events in which the polymer ends up on the cis side (failed event). In fact, at low fields, it is prohibitively rare for a polymer of any significant length to successfully translocate and direct simulation will not yield satisfactory statistics. Instead, we have developed an exact methodology for solving such systems described by a linked set of master equations [14]. This approach allows us to determine the exact values of all the moments, including \( \langle \tau \rangle \) and \( \langle \tau^2 \rangle \), at any polymer length and external field. While we do not obtain the distributions themselves, we are able to compute the variance of the translocation times. Unlike in direct LMC simulations, all calculations are deterministic (no random numbers are involved), there is no statistical noise, so the accuracy of the final result is determined entirely by numerical round-off errors, and in this sense, the approach is numerically exact. In this work, we employ both approaches. The exact calculation is used to generate a comparison between the modified and standard algorithms over a wide range of \( N \) and \( E \) values while direct LMC simulations produce the distributions for a selected case.

3. Results

Using the exact numerical approach, the first and second moments of the distribution of translocation times were calculated for both the standard (no waiting times) and modified (with waiting times) algorithms. These calculations were performed for a wide range of polymer lengths (ranging from \( N = 1 \) to \( N = 10^5 \)) and external fields (\( E = 0, 10^{-5}, \ldots, 10^{-1}, \ldots, 5 \)). As expected, the mean translocation time \( \langle \tau \rangle \) is identical within numerical accuracy across the entire range of \( N \) and \( E \) (not shown). However, the spread of translocation times is found to be significantly different between algorithms (see Fig. 3) in two regions: short polymers and high fields.

We note that the standard algorithm properly captures the \( N \)-dependence of \( \sigma \) for long polymers; however, it seriously underestimates \( \sigma \) for fields \( E \geq 1 \). For short polymers, the standard algorithm gets both the field and size dependences wrong, again grossly underestimating \( \sigma \). To investigate this difference, direct Monte Carlo simulations were performed to obtain \( 10^5 \) successful translocation events using both algorithms for \( N = 1000 \) at \( E = 3 \). As shown in Fig. 4, both algorithms return the same mean, but the width of the distribution is almost a factor of two larger using the modified algorithm, in agreement with the exact calculations.
To explain this discrepancy, recall that although the standard LMC method recovers the proper mean velocity, it gives a diffusion coefficient that decreases with increasing bias. This artefact leads to an overly deterministic result for the translocation times. Another way to see this is by recalling that the interval between jumps is deterministic without the waiting time. To correct for this, we must introduce a waiting time such that with the proper choice of $s(\epsilon)$, one is able to obtain $D = a^2/2t_B$ at all values of $\epsilon$. Thus, as $\epsilon$ increases, the modified algorithm maintains the correct spread.

We also note that there is a discrepancy between the two algorithms even at zero field, but only for short polymers. There are two reasons for this. First, as mentioned, even though the standard algorithm gives the correct $D$ at $\epsilon = 0$, the second moment of the FPT is incorrect; however, the relative error vanishes as $N \to \infty$ [3]. Second, due to the entropic force, a bias is present even for $E = 0$. Again, this effect vanishes rapidly as $N$ increases. Given the form presented in Fig. 1, the bias due to the entropic force is significant only near the ends of the polymer: $|\epsilon_S| = \ln(\tilde{z})/2 \approx 0.55$ for $i = 1$ or $i = N$ (when $N \gg 1$) and decays quickly when moving away from these end points. Taking $E \sim 1$ as the critical field above which the discrepancies between the two algorithms are significant for all $N$, the effect of a bias should become non-negligible around $\epsilon \approx 0.5$. Hence, for small $E$, the effect of the entropic force on the calculated distribution of translocation times will be significant only when the time spent near $i = 1$ or $i = N$ is an appreciable portion of the total translocation time, which is true only for very short polymers.

4. Conclusion

We have shown that to obtain correct results using an LMC algorithm to model a random walker, it is necessary to introduce a distribution of intervals between jumps – here achieved by a waiting time (a non-zero probability to stay put during an MC step). We have demonstrated the particular impact this modification has on a first-passage time problem by comparing the standard and modified algorithms in the context of a simple picture of translocation. While either approach yields the same mean first-passage time, the distribution of these times is strongly affected by including a waiting time – particularly at a very short polymer length or a moderate to high bias. We note that there is no direct relation between the waiting time as considered here and rejection of moves in the Metropolis algorithm [16]: the latter does not produce correct dynamics, only correct equilibrium distributions, and this can be achieved without the waiting time. While this work by itself, strictly speaking, does not prove that the modified algorithm gives the exact dispersion of the translocation times, we expect this on theoretical grounds; this can be tested using a simple system for which the dispersion of the first-passage times is known exactly.
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