Abstract—back propagation method is a technique used in training multilayer neural networks in a supervised manner. The back propagation method, also known as the error back propagation algorithm, is based on the error-correction learning rule; it is most often used learning algorithm in neural networks as it deals with continuous data and differentiable functions for both single and multilayer models. Slower convergence and longer training times are the disadvantages often mentioned when the conventional back propagation algorithm is compared with other competing techniques. Over years many improvements and modifications of the learning algorithm have been reported to overcome these shortcomings. In this paper the back propagation algorithm and several variations to improve the performance of the algorithm have been thoroughly reviewed.
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I. INTRODUCTION
In the last few decades, extensive research has been carried out in developing the theory and the application of the Artificial Neural Networks(ANNs). ANN has emerged to be a powerful mathematical tool for solving various practical problems like pattern classification and recognition, medical imaging, speech recognition and control. Of the many Neural Network (NN) architectures proposed, the Multi Layer Perceptron(MLP) with back propagation (BP) learning algorithm is found to be effective for solving a number of real world problems. Artificial Neural Networks (ANN) is a mathematical or computational model based on biological networks. It consists of interconnected group of artificial neurons, and processes information using a connectionist approach to computation. In most cases, an ANN is an adaptive system that changes its structure based on external or internal information which flows through the network during learning phase. In more practical terms, neural networks are non-linear statistical data modelling tools. They can be used to model complex relationships between inputs and outputs or to find patterns in data. As human being, we learn how to write, read, understand speech, recognize and distinguish between pattern-all by learning from examples. In the same way ANNs are trained rather than programmed. A multilayer feed-forward neural network consists of an input layer, hidden layer and an output layer of neurons. Every node in a layer is connected to every other node in the neighbouring layer. A feed forward network has no memory and the output is solely determined by the current input and weight values. A feed forward neural network consists of one or more layers of usually non-linear processing units (can use linear activation functions as well); the output of each layer serves as input to the next layer. The objective of training a NN is to produce desired output when a set of input is applied to the network; the training of FNN is mainly undertaken using the back propagation (BP) based learning. Back Propagation Neural Network (BPNN) algorithm is the most popular and the oldest supervised learning multilayer feed forward neural network algorithm proposed by [1].

II. CRITICAL REVIEW OF BP ALGORITHM
A. Overview of the Algorithm
Back propagation is a method of training multilayer artificial neural networks which use the procedure of supervised learning. Supervised algorithms are error-based learning algorithms which utilise an external reference signal (teacher) and generate an error signal by comparing the reference with the obtained output. Based on error signal, neural network modifies its synaptic connection weights to improve the system performance. In this scheme, it is always assumed that the desired answer is known a priori. The traditional Back-propagation Neural Network (BPNN) Algorithm is widely used in solving many practical problems. The BPNN learns by calculating the errors of the output layer to find the errors in the hidden layers. Due to this ability of Back-Propagating, it is highly suitable for problems in which no relationship is found between the output and inputs. Due to its flexibility and learning capabilities, it has been successfully implemented in wide range of applications. A Back-Propagation network consists of at least three layers of units: an input layer, at least one intermediate hidden layer, and an output layer. Typically, units are connected in a feed-forward fashion with input units fully connected to units in the hidden layer and hidden units fully connected to units in the output layer. The input pattern is presented to the input layer of the network. These inputs are propagated through the network until they reach the output units. This forward pass produces the actual or predicted output pattern. Because back propagation is a supervised
learning algorithm, the desired outputs are given as part of the training vector. The actual network outputs are subtracted from the desired outputs and an error signal is produced. This error signal is then the basis for the back propagation step, whereby the errors are passed back through the neural network by computing the contribution of each hidden processing unit and deriving the corresponding adjustment needed to produce the correct output. The connection weights are then adjusted and the neural network has just “learned” from an experience. Once the network is trained, it will provide the desired output for any of the input patterns. The change in the weights may be done at the time each input vector is presented. This is known as sequential mode of training. The change can also be averaged and weights can be changed after all the input vectors are applied. This type of training is called batch mode of training.

B. Training in Back-Propagation Algorithm

The feed forward back-propagation network undergoes supervised training, with a finite number of pattern pairs consisting of an input pattern and a desired or target output pattern. An input pattern is presented at the input layer. The neurons here pass the pattern activations to the next layer neurons, which are in a hidden layer. The outputs of the hidden layer neurons are obtained by using a bias, and also a threshold function with the activations determined by the weights and the inputs. These hidden layer outputs become inputs to the output neurons, which process the inputs using an optional bias and a threshold function. The final output of the network is determined by the activations from the output layer. The computed pattern and the input pattern are compared, a function of this error for each component of the pattern is determined, and adjustment to weights of connections between the hidden layer and the output layer is computed. A similar computation, still based on the error in the output, is made for the connection weights between the input and hidden layers. The procedure is repeated with each pattern pair assigned for training the network. Each pass through all the training patterns is called a cycle or an epoch. The process is then repeated as many cycles as needed until the error is within a prescribed tolerance. The adjustment for the threshold value of a neuron in the output layer is obtained by multiplying the calculated error in the output at the output neuron and the learning rate parameter used in the adjustment calculation for weights at this layer. After a BP network has learned the correct classification for a set of inputs from a training set, it can be tested on a second set of inputs to see how well it classifies untrained patterns. Thus, an important consideration in applying BP learning is how well the network generalizes.

1) Problems with BP Learning: Back propagation has some problems associated with it which include network paralysis, local minima and slow convergence:

- Perhaps the best known is called “Local Minima”. This occurs because the algorithm always changes the weights in such a way as to cause the error to fall. But the error might briefly have to rise as part of a more general fall. If this is the case, the algorithm will “get stuck” (because it can’t go uphill) and the error will not decrease further.
- Network paralysis occurs when the weights are adjusted to very large values during training, large weights can force most of the units to operate at extreme values, in a region where the derivative of the activation function is very small.
- A multilayer neural network requires many repeated presentations of the input patterns, for which the weights need to be adjusted before the network is able to settle down into an optimal solution.

II. APPROACHES FOR ADDRESSING PROBLEMS WITH BP LEARNING

Different authors have addressed the problem of BP learning in different ways (using better energy function [2], choosing dynamic learning rate and momentum term [3] or modifying the optimization strategy and/or employing adaptation rules other than the gradient descent [4]. It is rather very difficult to compare the performance of these algorithms, because most of them have been tested only on very special and relatively simple benchmark problems. Most of the variations that are proposed to improve the BP algorithm involve the use of learning rate, momentum and gain tuning[5] of the activation function to speed-up the network convergence and avoid getting stuck at local minima or by substituting BP with more efficient algorithms examples of which are Levenberg-Marquardt algorithm, Resilient back propagation algorithm and many others. A summary of proposed solutions along with possible weak features is discussed under different sections below:

A. Learning rate and momentum coefficient.

Learning rate can limit or expand the extent of weight adjustment in a training cycle. A higher learning rate can make the network unstable and can cripple the networks prediction ability. In the contrary if the learning rate is low, the training time of the network is increased. A high learning rate is used to accelerate learning until the weight adjustments begin to reach plateau. A constant learning rate is in efficient as BP needs a gradually declining rate of convergence. Nevertheless, the best choice of learning rate is problem dependent and may need some trial-and-error before a good choice is found. In fact, for best results, different values of learning rate should be used for each weight during the training process since no single value is optimal for all dimensions. The variable or adaptive learning rate increases the learning rate only to the extent that the network can learn without large error increase. It also decreases the learning rate as the error decreases or until stable learning is resumed. Reference [6] has put forward for consideration the use of adaptive coefficients in which the value of learning rate is a function of the error derivatives on consecutive updates. Another possible way to improve the rate of convergence is by adding some momentum to the adjustment expression. This can be accomplished by adding a fraction of the previous weight change to the current weight change. Low
momentum causes weight oscillations and instability and thus preventing the network from learning. High momentum can cripple the network adaptability. For stable BP the momentum factor should be kept less than one. Momentum factors close to unity is needed to smooth error oscillation. During the middle of training, when steep slope occurs, a small momentum factor is recommended. However, during the end of training, large momentum values are desirable. Some researchers kept the momentum-coefficient fixed but later studies on static momentum-coefficient revealed that Back-propagation with Fixed Momentum (BPFM) shows acceleration results when the current downhill of the error function and the last change in weights are in similar direction, when the current gradient is in an opposing direction to the previous update, BPFM will cause the weight direction to be updated in the upward direction instead of down the slope as desired, so in that case it is necessary that the momentum-coefficient should be adjusted adaptively instead of keeping it fixed [7], [8]. Over the past few years several adaptive-momentum modifications are proposed by researchers. One such modification is BP with adaptive learning rate and momentum term [9]. This algorithm converges more rapidly than those of using a fixed parameter, but at the penalty of extra computation. In this algorithm each weight has its own learning rate and momentum factor. In addition, both learning rates and momentum factors are adaptive at each iteration. Meanwhile Simple Adaptive Momentum (SAM) [10] was proposed to further improve the convergence capability of BPNN. SAM works by scaling the momentum-coefficient according to the similarities between the changes in the weights at the current and previous iterations. If the change in the weights is in the same ‘direction’ then the momentum-coefficient is increased to accelerate convergence to the global minima otherwise momentum-coefficient is decreased. SAM is found to lower computational overheads then the Conjugate Gradient Descent and Conventional BPNN. In 2009, R. J. Mitchell adjusted momentum-coefficient in a different way than [10], the momentum-coefficient was adjusted by considering all the weights in the Multi-layer Perceptrons (MLP). This technique was found much better than the previously proposed SAM [10] and helped improve the convergence to the global minima possible [11].

B. Gain parameter.

In feed forward algorithm the slope of the activation function is directly influenced by a parameter referred to as gain. For larger gain values the activation function approaches a step function. Whereas for smaller gain values the output values change from zero to unity over a large range of the weighted sum of the input values and the sigmoid function approximates a linear function. Some researchers kept the gain value fixed while some changed it adaptively. In 2007, Nawi et al. [12] found that by varying the gain value adaptively for each node can significantly improve the training time of the network. Based on this concept [13] proposed an improvement over conventional back propagation which involves changing the momentum value adaptively by keeping the gain value fixed. The performance of this algorithm was compared with back propagation with adaptive gain and back propagation with simple momentum by simulating them on five classification problems and it was found that back propagation with adaptive momentum outperforms them. They further proposed an improvement by adjusting activation function of neurons in the hidden layer in each training patterns. The activation functions are adjusted by the adaptation of gain parameters together with adaptive momentum and adaptive learning rate value during the learning process. Results in [14] demonstrate that the learning rate, momentum coefficient and the gain of the activation function have a significant impact on training speed

C. Activation Function.

The choice of activation functions may strongly influence complexity and performance of neural networks and have been said to play an important role in the convergence of the learning algorithms [15]-[18]. Some types of activation functions have been proposed. Reference [19] used a combination of various functions, such as polynomial, periodic, sigmoidal and Gaussian functions. Reference [20] proposed Gaussians bars activation functions. Reference [21]-[23] used nonpolynomial activation functions. Reference [21] used rational transfer functions with very good results. Reference [24] used Lorentzian transfer functions. Reference [25] proposed a new class of sigmoidal functions and proved that they satisfy the requirements of the universal approximation theorem. Reference [26] proposed a new sigmoidal activation function with good results for modelling of dynamic, discrete time systems. Reference [27] used Hermite Polynomial with very satisfactory results. Reference [28] proposed a Max-Piecewise-Linear (MPWL) Neural Network for function approximation. Reference [29] introduced two new activation functions labelled sincos and sinc. Reference [30] used complementary log-log and probit functions to show that when the data follow a binomial distribution with characteristics of complementary log-log and probit functions using the logistic sigmoid function in the neural networks models is inadequate.

D. Neural Network Model.

Defining the topology of the neural network is the most important criteria in building a successful model able to converge and to generalize. Deciding the parameter of the neural network is not a straight forward task, several decisions should be taken e.g. the activation function to use, type of the multilayer network (e.g. fully connected or not), number of hidden layers and the number of neurons in each hidden layer. The number of hidden layers and the number of neurons in each one of these layers is a very critical decision to make. The number of nodes in the hidden layers has a big effect on the outcome. Network with too few hidden nodes may suffer under fitting and will not be able even to learn the training dataset. While a network with a big number of hidden nodes would suffer from Over fitting. Over fitting occurs when the limited amount of information contained in the training set is not enough to train all of the neurons in the hidden layers. It is also worth to mention that a large number of hidden neurons would dramatically increase the time needed for training. Several methods have been used to determine the best topology for the neural network. For instance,
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[31], [32] have proposed Genetic Algorithm (GA) based methods to determine the best topology of the neural network models.

E. Levenberg-Marquardt Algorithm.

The Levenberg–Marquardt (L-M) algorithm [33]-[35] outperforms BP algorithm and many other conjugate gradient methods in a wide variety of problems. L-M is a blend of local search properties of Guass-Newton with consistent error decrease provided by gradient descent algorithm. The training of feed forward networks based on L-M is considered as an unconstrained optimization problem. The main disadvantage of L-M algorithm is its increased memory requirements to calculate jacobian matrix of the error function, determining the inverse of matrix with dimensions equal to the number of weights of neural network is cumbersome. Another disadvantage of L-M is that it does not always guarantee global optimum for a unconstrained optimization problem. The whole training process should be restarted, when the solution is acceptable-M method does not guarantee global optimum and it is just a heuristic that works extremely well in practical problems. The main drawback of this algorithm is its computational complexity to calculate matrix inversion. Generally inverse of Hessian is implemented by pseudo inverse method or singular value decomposition approach.

F. Resilient back propagation algorithm (RPROP).

RPROP [36] has been used successfully in training multi-layer perceptron neural networks, where it was shown that it can outperform the typical gradient descent learning procedure on a number of benchmark problems. RPROP takes advantage of the signs of the gradient in order to increase the learning rate for the descent in cases where consecutive gradients are of the same sign, and in order to decrease the learning rate for the descent when consecutive signs of the gradient are alternating. Furthermore, RPROP backtracks when two consecutive signs of the gradient are alternating. Only the sign of the derivative is used to determine the direction of the weight update; the magnitude of the derivative has no effect on the weight update. The size of the weight change is determined by a separate update value. The update value for each weight and bias is increased by a factor delt_inc whenever the derivative of the performance function with respect to that weight has the same sign for two successive iterations. The update value is decreased by a factor delt_dec whenever the derivative with respect to that weight changes sign from the previous iteration. If the derivative is zero, then the update value remains the same. Whenever the weights are oscillating the weight change will be reduced. If the weight continues to change in the same direction for several iterations, then the magnitude of the weight change will be increased.

III. COMPARISON OF RESULTS OF VARIOUS BP LEARNING ALGORITHMS

The performance of these improved versions of BP algorithm was verified by simulating them on certain problems. Following algorithms were analysed and simulated.

- The conventional Back Propagation (BP).
- The Back Propagation with Adaptive Gain (BP-AG).
- Back propagation with Adaptive momentum (BP-AM).
- Back propagation with momentum and adaptive learning rate (BP-AL).
- Levenberg-Marquardt (L-M).

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>PERFORMANCE COMPARISON FOR IRIS CLASSIFICATION PROBLEM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BP</td>
</tr>
<tr>
<td>Accuracy</td>
<td>91.9</td>
</tr>
<tr>
<td>Failures</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>PERFORMANCE COMPARISON FOR CREDIT CARD CLASSIFICATION PROBLEM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BP-AL</td>
</tr>
<tr>
<td>Mean Square Error</td>
<td>0.3186</td>
</tr>
<tr>
<td>Network Training Time(sec)/per epoch</td>
<td>0.00203</td>
</tr>
</tbody>
</table>
TABLE III
MEAN SQUARE ERROR AND NETWORK TRAINING TIME FOR BP-AL and L-M

<table>
<thead>
<tr>
<th></th>
<th>BP</th>
<th>BP-AG</th>
<th>BP-AM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>94.28</td>
<td>91.05</td>
<td>96.60</td>
</tr>
<tr>
<td>Failures</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

IV. DIRECTIONS FOR FUTURE WORK

The problem of local minima can be solved by implementing the mechanism of diverse curiosity. This detects the phenomenon of being trapped in the local minima and the occurrence of premature convergence. Upon detection of such phenomenon, the network would be able to escape from local minima with the use of stochastic disturbance, and become active again to explore better solution in its search space, thus the problem of local minima will be solved and the convergence rate of BP will be increased to some extent.

V. CONCLUSION

The Back-propagation Neural Network (BPNN) is a supervised learning neural network model highly applied in different applications around the globe. Although it is widely implemented in the most practical ANN applications and performs relatively well, it is suffering from a problem of slow convergence and convergence to local minima. This makes Artificial Neural Network’s application very challenging when dealing with large problems. In the present paper, a deep and thorough study of improved versions of back propagation algorithm for feed forward NN is carried out. At the end of the paper, a comparison between the traditional BP network learning algorithm and the improved BP network learning algorithm is given. Although the improved versions of BP algorithm perform relatively better than standard BP algorithm but no one guarantees the global optimum solution and this question still needs to be answered.
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