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Abstract 

Human fall due to an accident can cause heavy injuries which may lead to a major medical issue for elderly people. With 

the introduction of new advanced technologies in the healthcare sector, an alarm system can be developed to detect a 

human fall. This paper summarizes various human fall detection methods and techniques, through observing people’s 

daily routine activities. A human fall detection system can be designed using one of these technologies: wearable based 

device, context-aware based and vision based methods. In this paper, we discuss different machine learning models 

designed to detect human fall using these techniques. These models have already been designed to discriminate fall from 

activities of daily living (ADL) like walking, moving, sitting, standing, lying and bending. This paper is aimed at 

analyzing the effectiveness of these machine learning algorithms for the detection of human fall. 
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1. Introduction 

Human falls are considered as dreaded events since they can affect a person physically as well as 

psychologically. Compared to younger people, older people have a greater risk of falling (Duque, 

2016). As the age of a human being advances, his body becomes physically weak which increases 

the risk to fall. By 2030, the worldwide population having age more than 60 is predicted to grow 

up to 1.4 billion (WPA, 2017) and by 2050, it is predicted to grow from 962 million to 2.1 billion, 

relative to the year 2017 (Uddin et al., 2018). Also, according to the report WHO (2008), approx 

28% to 35% of people in the age group of more than 65 years fall at least once every year. This 

number increases 32% to 42% for people having age more than 70 years (WHO, 2008). The major 

concern here is how to handle an aging population and provide them with effective healthcare 

services (Singh, 2014; Frieson, 2016) since in the worst cases, the fall of older people can obstruct 

the independence of their life and make them dependent on other human beings for the rest of their 

life. One of the solutions includes the presence of a person for assistance and personal care. But 

physically it is not possible for any person to remain present with an elderly person every time. 

There may be some scenarios when elderly people are left alone by their relatives. Also, there may 

be some cases where elderly people are prolonged living alone in their homes. It is dangerous to 
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fall when alone because rescue time may increase significantly. In order to maintain their safety 

and to detect whether they have fallen or not when they are left alone, automatic fall detection 

systems are developed. 

 
The main motive behind designing these systems is to quickly detect and recognize the fall and 

notify the emergency contact person for rescue as soon as possible so that not only the rescue time 

minimizes but also the damage due to fall minimizes (Wang et al., 2014). One of the main 

advantages of these systems is that they are so intelligent that they communicate with the 

emergency contact immediately whenever a fall is detected even in the cases where the patient is 

unconscious or unable to get up after the fall (Wang et al., 2008; Sposaro and Tyson, 2009; Hijaz 

et al., 2010; de Miguel et al., 2017). Hence, these systems increase the independent living ability 

of elderly people i.e. elderly people who previously, were dependent on another human being, now 

don’t require any manual support in terms of the presence of another person all the time. 
 

In this paper, we summarize the work done in the field of human fall detection. Three different 

technologies are used to develop a human-fall detection system (Igual et al., 2013; Mubashir et al., 

2013; Mohamed et al., 2014; Zhu et al., 2015): (i) wearable based device, (ii) context-aware fall 

detection systems and (iii) vision-based systems. Section II of this paper describes these 

technologies in detail along with their sub categories. Section III provides a review of machine 

learning based human fall detection system where machine learning classification methods are 

combined with the above-mentioned technologies in order to develop an intelligent human fall 

detection system. This section also summarizes and compares fall detection algorithms designed 

using deep learning in vision-based systems. Finally, Section IV concludes the paper. 
 

2. Classification of Fall Detection Technologies 
In order to fulfill the main objective of human fall detection systems, they need to be trained so that 

they can discriminate between a human fall and other activities of daily life (ADL) (walking, 

standing, sitting, lying) (Li et al., 2009). Discrimination between a fall and an ADL is not an easy 

task since certain ADLs, like lying on a floor or sitting on a floor from a standing position generate 

strong similarities to falls. Hence, for working accurately these systems need to be trained from the 

data collected from falls and an ADL. This data can be collected from different types of sensors 

installed in the environment such as pressure sensors, floor vibration sensors, infrared sensors, 

microphones, and cameras. The data collected in the form of acceleration signals, pressure signals, 

audio, or videos are then processed and passed to the classifier which then classifies whether the 

collected data represents a fall or an ADL. 
 

Depending upon the source of data collection, human fall-detection systems are categorized into 

three broad categories (Nizam et al., 2016), as shown in Figure 1: (i) wearable device based system, 

(ii) context-aware based system (non-wearable device system) and (iii) vision based system. The 

performance of the systems designed under these three categories is sometimes expressed either in 

terms of accuracy (AC) or in terms of specificity (SP) and sensitivity (SE) or in terms of precision 

(PR) and recall (RE) (Li et al., 2009; Abbate et al., 2010). The specificity of a model is defined as 

its ability to correctly detect and classify an ADL as an ADL. While the sensitivity of a model is 

defined as its ability to correctly detect and classify a fall as a fall. Sensitivity is also called as recall. 

The accuracy of a model is its ability to correctly detect a fall and an ADL. Precision is calculated 

as the total number of correctly detected falls divided by the total number of falls detected. 
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Figure 1. Classification of fall detection methods 
 

 

2.1 Wearable Device based Fall Detection Systems 
Wearable fall detection devices are electronic devices that are worn by a person under or on top of 

their clothes (Nizam et al., 2016). These devices comprise different types of sensors such as 

gyroscopes, accelerometers, tilt-meters, and oscilloscopes to detect a fall. A person has to carry the 

device with him all the time. Hence the elderly get location independence as they can move with 

the monitoring device (Doukas et al., 2007; Chen et al., 2010). But in reality, sometimes it is not 

possible like if the person forgets to wear the device or forgets to charge its battery or feels 

uncomfortable to wear it. Because of these limitations, developers direct their research towards 

developing contact-free fall detection systems where the user does not bother to wear anything 

additional for their safety (Uddin et al., 2018). 
 

2.2 Context-aware Fall Detection Systems 

These systems include sensors which are deployed in the environment around the humans to detect 

a fall. Systems designed based on this class of technology include ambience (Kim and Ling, 2009; 

Tzeng et al., 2010; Mastorakis and Makris, 2014) and acoustic sensors (Zhuang et al., 2009; Li et 

al., 2012) such as pressure sensors, floor sensors, infrared sensors, and microphones. These systems 

consist of a set of the above mentioned sensors to collect data. Along with them, a dedicated PC is 

attached. The collected data is passed to the PC for further processing and analysis (Popescu et al., 

2008). The algorithm running in PC, based on certain threshold values and conditions decides 

whether a fall has taken place or not. Machine learning classification algorithms are also being used 

for the classification of human activity in two classes i.e. fall and non-fall. Systems developed 

under this category are further divided into two sub categories depending on the type of data 

collected by these sensors: (a) ambient-based fall detection systems for numerical sensor data and 

(b) acoustic-based fall detection systems for audio data. 
 

2.2.1 Ambient-based Fall Detection Systems 

This subcategory includes those systems which are designed using ambient sensors like floor sensor 

(Alwan et al., 2006; Zigel et al., 2009), pressure sensor (Mastorakis and Makris, 2014) and an 

infrared sensor (Toreyin et al., 2007). Floor and pressure sensors have to be installed on the ground 

so that they can read the frequency of vibrations generated during the fall. Along with them, an 

infrared sensor is also used to detect motion in the surrounding environment. These systems are 

environment dependent since every house has a different flooring. Hence, specific configurations 

are required for their setup which makes it difficult to install them. 
 

2.2.2 Acoustic-Based Fall Detection Systems 

Systems designed under this category use multiple microphones installed in the environment to 
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capture sound generated during a fall (Li et al., 2011). By comparing the generated sound 

magnitude and direction (Popescu et al., 2008) with a specified threshold value, systems detect 

whether a fall has happened or not. One of the main advantages of these systems is that no physical 

contact is required with the system. Other advantages include high accuracy and easy and cheap 

installation. The main drawback of these systems is that once they are installed, person gets bound 

to the location where it is installed. Also, they are not applicable to a normal living environment 

because of the excessive noise generated by doing any normal work in the environment. These 

noises degrade the quality of the signal received by the sensor which can result in false fall 

detections. 
 

2.3 Vision based Fall Detection Systems 

Vision-based techniques monitors real-time movement of a person through a normal video camera 

(Cucchiara et al., 2007; Fu et al., 2008) or depth video camera (Shojaei-Hashemi et al., 2018) and 

in the background an algorithm is run in a dedicated PC to determine the posture of the person. As 

soon as a falling posture is detected by the algorithm, an alarm is generated to get help. Only a 

single setup of these systems can be used to supervise more than one person at a time. As compared 

to the previously mentioned systems, they are more convenient to use and are environment free. 

Also, a single video can gather more rich information than any other sensor installed in the 

environment. Another advantage of these systems is their versatility and robustness i.e. they can be 

employed in previously installed surveillance and security cameras (Liu et al., 2010). With the 

emergence of Deep Learning, computer vision has shown improvement in many operations such 

as object detection and recognition, image classification and segmentation. Researchers have now 

started using these deep learning concepts in many vision-based application areas, for example, to 

design a robust and intelligent vision-based fall detection system (Feng et al., 2014; Jokanovic et 

al., 2016c; Shojaei-Hashemi et al., 2018). 
 

3. Fall Detection Models using Machine Learning 

For classification between a fall and an ADL, Boyle and Karunanithi, (2008) and Chen et al. (2011) 

used threshold-based method (fall is detected when values of certain features cross their specified 

threshold), while others used predefined machine learning classifiers. Few surveys on threshold-

based fall detection techniques have already been done by researchers (Yu, 2008; Sposaro and 

Tyson, 2009; El-Bendary et al., 2013). In this paper, we have focused on a survey of fall detection 

models, developed using machine learning algorithms, as described below. 
 

3.1 Wearable Device based Fall Detection Systems 

Different researchers used a combination of sensors to design their model for human fall detection 

(Perry et al., 2009). Table 1 summarizes wearable systems which are using machine learning 

algorithms for classification purpose. 
 

3.1.1 Accelerometer 
Zhang et al. (2006) in their paper affixed tri-axial accelerometer to a belt and bound it around the 

waist of a human body. Thereafter, the collected acceleration data was sent to a one class Support 

Vector Machine (SVM) classifier to detect whether a fall has taken or not. Doukas et al. (2007) 

placed the accelerometer on the foot which will collect data generated by foot movement along the 

three axes (X, Y and Z). Support Vector Machine (SVM) classifier was then used to classify the 

foot movement in three classes i.e. walk, run and fall. Chen et al. (2010) used a tri-axial 

accelerometer to find acceleration along the three planes and plotted signal magnitude curve from 

them. Along with it, a fuzzy classifier was used at the end to detect and classify fall into different 
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categories like falls following standing, falls following standing to sitting, etc. Chen et al. (2011) 

modified the work done in Chen et al. (2010), by including tilt angle along with acceleration. They 

used a tri-axial accelerometer and tiltmeter to find and analyze the human position. Tilt angle and 

acceleration values are then compared with their specific threshold values for final classification. 

Shan and Yuan (2010), also used the tri-axial accelerometer to generate feature vectors. These 

feature vectors are then passed to an SVM which classifies the activity in one of the two categories 

i.e. fall and an ADL. Verma et al. (2016) used two tri-axial accelerometers to collect acceleration 

data. One patch of the accelerometer was placed on the chest while another patch was placed on 

the thigh. Acceleration features extracted from each patch are passed to a multi-scale entropy 

(MSE) to obtain normalized MSE features which in the end provided as an input to the fuzzy logic 

model for prediction of posture condition. Lim et al. (2014) performed different experiments and 

concluded that a fall detection system works much better when the threshold-based method is 

combined with machine learning based method. They used a tri-axial accelerometer to read 

acceleration values along 3-axis. Extracted features are passed to three different models. Model 1 

used a threshold-based method, model 2 used Hidden Markov model (HMM) while model 3 is a 

combination of model 1 and 2. In model 3, falls detected with the help of a simple threshold-based 

method are fed to the HMM. 

 
Table 1. Wearable device-based Fall Detection Systems 

 

Author Sensors Features Classifier 

Zhang et al. (2006) Accelerometer Temporal and magnitude 

of acceleration 

SVM with One Class Classifier (accuracy 96.7%) 

Doukas et al. 
(2007) 

Accelerometer Acceleration along three 
axis 

SVM (accuracy - 98.2%) 

Chen et al. (2010) Tri-Axial 

Accelerometer 

Acceleration vector Fuzzy Rule Classifier 

Boyle and 

Karunanithi (2008) 

Tri-Axial 

Accelerometer 

Angle, Acceleration vector Threshold based classifier (sensitivity - 95%, specificity - 

100%) 

Shan and Yuan 
(2010) 

Tri-Axial 
Accelerometer 

Acceleration vector Support Vector Machine 

Lim et al. (2014) Tri-Axial 
Accelerometer 

Angle, Acceleration vector Threshold based classifier (sensitivity – 100%, specificity 
91.56%, accuracy - 95.18%)., HMM (sensitivity - 99.17%, 

specificity 99.69%, accuracy - 95.89%). Hybrid classifier 

(sensitivity - 99.17%, specificity 99.69%, accuracy -99.5%). 

Verma et al. (2016) Tri-Axial 

Accelerometer 

Acceleration vector, Multi 

scale entropy features 

Fuzzy Rule Classifier 

Bourke and Lyons 
(2008) 

Bi-Axial 
Gyroscope 

Pitch role and Angular 
velocity 

Fuzzy Rule Classifier 

Li et al. (2009) Accelerometer, 

Gyroscope 

Acceleration vector, Angular 

velocity 

Fuzzy Rule Classifier 

Zhao et al. (2018b) Tri-Axial 

Gyroscope 

Angular velocity along 3-axis Decision tree (accuracy – 99.52%, precision - 0.993, recall - 

0.995) 

Yuwono et al. 
(2012) 

Accelerometer Acceleration Multi-layer perceptron, Augmented Radial Basis function, 
Discrete Wavelet Transformation, Particle Swarm 

Optimization (accuracy - 90.15%) 

Kerdegari et al. 
(2012) 

Accelerometer Acceleration, Position, 
Angular velocity, Time 

Multi-layer perceptron (accuracy 90.15%), SVM (accuracy 
86.68%), Decision Tree (accuracy 84.28%), Naive Bayes 

(accuracy 88.57%), ZeroR (accuracy 66.49%) OneR 

(accuracy 73.19%) 
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3.1.2 Gyroscope 

Bourke and Lyons (2008) used one bi-axial gyroscope to find pitch and roll angular velocity of a 

person. Thereafter these values are compared with a threshold value, if these values pass the 

thresholds then an alarm is triggered to warn of a fall. Li et al. (2009) in their work proposed an 

algorithm that used both accelerometers and gyroscopes. Along with the acceleration, the angular 

velocity was also used to detect the posture of a person. According to the transition between 

postures, the algorithm categorizes between a fall and a non-fall with the help of Fuzzy logic. Zhao 

et al. (2018b) in their paper proposed a method which uses a tri-axial gyroscope and placed it at the 

user’s waist in order to get angular velocity along three axes. They divided the collected data into 

a set of consecutive and partially overlapping windows. Each of these windows is then fed to a 

decision tree for classification purpose. Experimental results have shown that our proposed method 

can effectively differentiate the fall events from other human daily activities despite of their high 

similarity in some cases, with the Accuracy of 99.52%, Precision of 0.993, Recall of 0.995 and F-

measure of 0.994. 
 

Authors also provided comparative studies among different machine learning classifiers in order to 

find the best suitable classifier. Kerdegari et al. (2012) provided a comparative study of different 

machine learning classifiers used for classification of data generated by the accelerometer. They 

included algorithms like Naive Bayes, Multi-layer Perceptron (MLP), SVM, Decision tree, ZeroR, 

and OneR. In the end, they concluded that Multi-Layer Perceptron gives best results providing 

accuracy of 90.15%. Yuwono et al. (2012) proposed a waist-band fall detection device. Their 

device used a tri-axial accelerometer for collecting movement data. If the magnitude of acceleration 

exceeds the specified threshold value, the acceleration signals were passed to a Gaussian 

distribution of Clustered Knowledge (GCK) signal generation module for feature extraction. This 

module first used a Discrete Wavelet Transform (DWT) for signal transformation and then used 

Regrouping Particle Swarm Optimization (RegPSO) for clustering. Thereafter, the neural network 

was used for classification. They also provided comparative analysis among classifiers like 

Augmented Radial Basis Function (ARBF) neural network and multi-layer perceptron (MLP). In 

their study, they found that their device performed more accurately when ARBF is combined with 

MLP. 
 

3.2 Context-Aware Based Fall Detection Systems 

Machine learning algorithms when applied to classify data generated by context-aware fall 

detection, provide a better result for scenarios where noise is less. A brief summary of the work 

done in this field is shown in Table 2 and 3. 

 

3.2.1 Ambient Based Fall Detection Systems 

A brief survey of ambient-based fall detection systems using machine learning algorithms is 

provided in Table 2. 

 

3.2.1.1 Floor Sensor 

Alwan et al. (2006) designed a fall detector which uses floor vibrations. The principle behind this 

model was based on the vibration pattern generated by a floor. It was seen that the floor vibration 

pattern during a fall differs with the vibration pattern generated during normal activities, like 

walking. Zigel et al. (2009) merged the concept of floor vibration pattern with audio sensed data to 

detect the actual location and frequency of fall. As output features like shock response spectrum 

and Mel Frequency Cepstral Coefficients (MFCC) were calculated and forwarded to Bayes 

classifier to differentiate between a fall and an ADL. Rimminen et al. (2010) used a floor sensor 
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with near-field imaging to find shape, size, and magnitude of vibration pattern and Bayesian filter 

for classification purpose. 
 

 
Table 2. Ambient-based Fall Detection Systems 

 

Author Sensors Features Classifier 

Alwan et al. (2006) Piezoelectric Sensor Floor vibration pattern Threshold based 

Zigel et al. (2009) Floor Sensor and Microphone Shock Response Spectrum, Mel Frequency 

Cepstral Coefficient 

Bayes Classification 

Rimminen et al. 
(2010) 

Floor Sensor and Near Field 
Image Sensor 

Position based on near field imaging floor Bayesian Filter 

Mastorakis and 
Makris (2014) 

KINECT Sensor Position of a person (width, height, depth) Inactivity Detection in the 
Postfall Phase 

Tzeng et al. (2010) Pressure and Infrared Sensors Standard Deviation of Vertical Projection 

Histogram, Standard Deviation of 
Horizontal Projection Histogram, Aspect 

Ratio 

Floor Pressure Signal 

combined with infrared signal 

Toreyin et al. (2007) Sound, Floor, Infrared Sensor Wavelet based feature extraction Hidden Markov Model 

Kim and Ling (2009) Doppler Radar Four-fold cross validation SVM, Decision Tree 

Jokanovic et al.  

(2016a) 

Doppler Radar Single Window Spectrogram to find time-

frequency motion data 

Softmax regression classifier 

in DNN 

Jokanović and Amin 

(2017) 

Range-Doppler Radars Spectrograms, Range maps to find time-

frequency motion data 

Logistic regression classifier 

in DNN 

 

 

3.2.1.2 Infrared and Pressure Sensor 

Mastorakis and Makris (2014) used an infrared camera to observe human activity. First, the human 

is detected in a scene and a 3D bounding box is drawn around it. Then the velocity of human 

movement is calculated based on contraction or expansion of the 3D bounding box by measuring 

its width, height, and depth. Their detection system works on the idea that fall ends at an inactive 

state, i.e. after the fall, there is no movement. Hence, calculated velocity value is compared to a 

specific threshold value in order to detect a fall. Tzeng et al. (2010) used an infrared camera in 

order to observe the area whenever the installed floor pressure sensor detects any pressure. The 

pressure sensor used a linear variable differential transformer to detect human activity which then 

signals the camera to take photographic records. Then, smoothing and filtering were applied on 

captured images for clear feature extraction. These extracted features combined with pressure 

threshold value judge whether a fall has taken or not. In the method proposed by Toreyin et al. 

(2007), different types of context-aware sensors are used together (floor, infrared, sound) to collect 

data. This data is then passed to a Wavelet based feature extraction system to extract features. In 

the end, these extracted features are passed through HMM for classification. 
 

3.2.1.3 Doppler Radar 

Kim and Ling (2009) used Doppler Radar and Doppler Spectrogram for extracting features from 

seven different activities, i.e. walking, running, crawling, sitting still, boxing, walking with a stick, 

boxing while standing in one place and boxing while moving forward. Extracted features are then 

examined with the help of short-time Fourier transform (STFT) to find Doppler signatures. Then, 

a four fold-class validation is applied for optimization of features. In the end, optimized features 
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are passed to SVM and Decision-Tree for classification. Jokanovic et al. (2016a) used Single-

Window Spectrogram (SWS) to collect data. Afterwards they applied Time-Frequency analysis 

(TF) on collected data to learn about the velocity components of human body parts. Extracted 

features are then passed to DNN formed from Stack Auto-Encoder and Softmax Regression 

Classifier. In their experiment, they have shown that their model outperforms other PCA (Principal 

Component Analysis) based model provided by them in Jokanovic et al. (2016b). Jokanovic and 

Amin (2017), used Range-Doppler Radars to collect time-frequency data and range data. DNN is 

designed consisting of two stack sparse auto-encoders and linear regression classifier for training 

and classification. 
 

Researchers not only deployed sensors on the floor to detect human activity but also developed a 

special type of sensor floor (Klack et al., 2010). This sensor floor monitors human position within 

that room where it is deployed. It can detect abnormal patterns in human activity and activate rescue 

procedure in case of emergency events like fall. This sensor floor is quite useful for scenarios where 

elderly people live independently. But this installation will become quite expensive for shelter 

homes for the elderly care and hospitals. 
 

3.2.2 Acoustic Based Fall Detection Systems 

Table 3 provides a brief survey of acoustic-based fall detection systems which use machine learning 

algorithms for the design of their classifier. 

 

Popescu et al. (2008) designed an acoustic fall detection system (acoustic-FADE). This system uses 

a linear array of 3 microphones to collect sound data generated when a person falls. This system 

detects a fall by comparing and analysing the height of the sound sensor from the ground with the 

size of the generated sound. If the sound is located at a height of more than 2 feet then it is 

considered as a false alarm. In their experiment, they had shown that their system generates 0 error 

rate when the fall detection rate is 70% and generates 5 false fall detections per hour when fall 

detection rate is 100%. Li et al. (2012) used circular microphone array. With the help of phase 

transform technique, a 3D estimation of sound source location is generated. Thereafter, the signal 

is enhanced and the Mel Frequency Cepstral Coefficient (MFCC) features are extracted from them. 

In the end, Nearest-Neighbour classifier is used to classify the sound in two classes i.e. fall and 

non-fall. Zhuang et al. (2009) developed a model which uses GMM super vectors for modeling 

sound segments. After that, an SVM is built on GMM super vectors to classify sound segments into 

fall and various other types of noise. As compared to standard GMM classifier, their model 

improves the accuracy of the fall detection system from 37% to 41% by re-classifying confused 

labels generated by GMM. Work done by Popescu et al. (2008) is again modified by Li et al. (2010), 

where they used a circular array of 8 microphones to provide 3D estimation of sound source 

location. Thereafter, KNN classifier is used with a value of K=1. When height is not included, their 

system detects 100% of the falls with 30 false alarms. And when the height feature is used, their 

system generates 5 false alarms per hour. Li et al. (2011) designed a system consisting of a circular 

array of 8 microphones in order to find the sound source location. A Hamming window function is 

computed to find the time window during which sound was generated and then a time reference is 

added to that window. Then a time reference is selected where the amplitude is strongest. For 

classification, the Mel Frequency Cepstral Coefficient (MFCC) is calculated and K-Nearest 

Neighbor (KNN) is applied to it. 
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Table 3. Acoustic-based fall detection systems 

 

Author Sensors Features Classifier 

Popescu et al. (2008) Linear Array of 3 

Microphones 

Loudness and height of the sound Defined their own classifier 

Li et al. (2012) Microphone Array Mel Frequency Cepstral Coefficient, source 
location 

K-Nearest Neighbor classifier 

Zhuang et al. (2009) Single far-field 

microphone 

Pairwise difference between sound segments using 

Euclidean Distance 

Gaussian Mixture Model with 

Support Vector Machine 

Li et al. (2010) Circular Microphone 

Array 

Mel Frequency Cepstral Coefficient, sound 

location 

K-Nearest Neighbor classifier 

Li et al. (2011) Circular Array of 8 
Microphone 

3-D estimation of the sound, the height of the 
sound, Adaptive Signal Windowing 

K-Nearest Neighbor classifier 

 

 

 

 

3.3 Vision-Based Fall Detection Systems 

In the present scenario, we can see that the surveillance cameras are present everywhere. Besides 

the security purpose, these surveillance cameras can also be used for other different purposes 

including human fall detection. With the advancement in Machine Learning technology, intelligent 

vision-based fall detection systems are being developed by using different cameras in our daily life. 

Table 4 to 6 provides a summary of vision-based fall detection systems which use machine learning 

algorithms.  

 

Fu et al. (2008) developed a human fall detection system by using an asynchronous temporal 

contrast vision sensor. The method reports change in any temporal contrast by extracting the change 

in pixel values. These pixel values are then processed in a PC to construct human silhouette. The 

motion of the centre of a silhouette is computed at the end which is used for classification. 

Cucchiara et al. (2007) designed a multi-camera system which extracts the human body from a 

scene by applying background suppression on scene images with selective and adaptive updates. 

After human extraction, they applied their proposed probabilistic tracking algorithm to track human 

movement. For detection of a human fall movement, they proposed a method based on hidden 

Markov model (HMM). In Vishwakarma et al. (2007) proposed a model which consist of three 

phases. The work of phase one is to detect and track human present in a scene with the help of the 

background subtraction method. A bounding box is drawn around the human. Different features 

like horizontal and vertical gradient values, aspect ratio and fall angle are returned as an output of 

phase 1 and forwarded to phase 2. The second phase is a fall detection phase, which uses the help 

of horizontal and vertical gradient values and aspect ratio to detect a fall. Once a fall is detected, 

fall confirmation is done in phase 3 with the help of fall angle with respect to a horizontal axis of 

the drawn bounding box.  
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Table 4. Vision-based fall detection systems Part-1 
 

Author Sensors/Technique Features Classifier Accuracy 

Fu et al. (2008) Contrast Vision Sensor Change in illumination, motion vector Threshold based 

classifier 

AC - 84% 

Cucchiara et al. 

(2007) 

Multi-camera vision system with 

background suppression 

Geometrical and color features together 

with the projection of the silhouettes shape 

on X and Y axis 

Hidden Markov 

Model (HMM) 

 

- 

Vishwakarma et 

al. (2007) 

Background subtraction with 

Gaussian mixture model 

Aspect ratio, horizontal and vertical 

gradient distribution in X-Y plane and fall 

angle 

Finite state machine  

- 

Hazelhoff and 

Han (2008) 

Background subtraction, tracking 

algorithm to filter person position 

Orientation of person from main axis, 

Ratio of variance in horizontal and vertical 
direction, Skin color 

Multi Frame 

Gaussian 

SE-100% 

Foroughi et al.       

(2008a) 

Silhouette and head movement Projection histograms of the segmented 

silhouette 

Multi layer 

perceptron NN 

SE 92.8%, 

SP 97.6% 

Foroughi et al. 

(2008b) 

Eigen-space approach for motion 

recognition 

Integrated time motion images Neural Network AC - 91% 

Anderson et al. 
(2009) 

Multi-camera vision system Finding silhouette centroid, height and 
body orientation of person 

Two Level Fuzzy 
Logic 

SE - 100% 
SP - 93% 

Willems et al. 

(2009) 

Gray scale processing algorithm, 

background subtraction 

Ellipse is drawn around the object aspect 

ratio and fall angle 

Vertical Projection 

Histogram 

AC - 80% 

Liu et al. (2010) Frame Difference Ratio and difference of human silhouette 

bounding box height and width 

K-NN AC - 84.4% 

Rougier et al. 
(2011) 

Background subtraction and 
analysis of human shape 

deformation 

End points from the silhouette Gaussian Mixture 
Model 

AC - 98% 

Krekovic et al. 
(2012) 

Background Subtractor MOG2 MHI and shape (ellipse) deformation Fuzzy rule AC - 90% 

 

 

Hazelhoff and Han (2008) in their model deployed two perpendicular cameras for extraction of the 

foreground region. For each extracted foreground, they applied principal component analysis in 

order to find the direction of the main axis of human body and its variance in x and y plane. These 

extracted features are then fed into a multi-frame Gaussian classifier for recognition of fall event. 

Foroughi et al. (2008a) detected fall from a video sequence by applying shape change analysis on 

it with the help of approximated ellipse drawn around the person's body present in the video frame. 

Projection histograms are then evaluated to find the change in the head position. The resultant 

extracted features are then passed to a Multi-layer Perceptron Neural Network for classification. In 

Foroughi et al. (2008b) proposed another work to detect movement patterns from a video sequence 

in the form of motion images. In these images, along with the occurrence of motion, motion 

information and timestamp are also stored, hence, called integrated time motion images (ITMI). 

Eigen-space approach is then applied to these images for feature reduction. The result of this phase 

is then passed to a multi-layer perceptron neural network designed for Motion Recognition and 

classification.  
 

Anderson et al. (2009) defined the activity of fall detection method in two levels. The job of the 

first level is to extract 3D human silhouette present in a scene with the help of multiple cameras. 

This 3D human silhouette is called voxel person. Fuzzy logic is used to perform linguistic 

summarization of state of voxel person in the second level. With the help of summarization and 
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activity interference, a fall is detected. Willems et al. (2009) used a background subtraction method 

to differentiate a person from their background in a video frame. Once detected, an ellipse is drawn 

around it to calculate aspect ratio and fall angle. Calculated features are then used to design vertical 

projection histogram which in the end confirms the fall.  
 

Liu et al. (2010) also generated human silhouette from a scene and drawn a bounding box around 

it. After then vertical projection histogram for the silhouette is generated. Generated histogram and 

ratio of the difference of width and height of the bounding box are then fed into a KNN classifier 

for fall detection. Rougier et al. (2011) developed a system known as the Human Shape 

Deformation Analysis. In their system, they used a shape matching technique to keep track of a 

person’s silhouette. According to them, an increase in the deformation of silhouette represents a 

fall. Four cameras are used to analyze the body shape of the person. In the end, three component 

GMM classifier is proposed which uses two different features, i.e. full Procrustes distance features 

and mean matching cost features to classify recorded activity. Krekovic et al. (2012) used 

background subtractor MOG2 algorithm present in the OpenCV library for motion analysis and 

object tracking. Once a person’s body is tracked, an ellipse is drawn around it. Then Motion History 

Image Coefficient (MHIC) is calculated to find the amount of movement done in the two 

consecutive frames. In the final step, body shape analysis and classification is done by checking 

the changes in the horizontal and vertical axis of that ellipse.  
 

 
Table 5. Vision-based fall detection systems Part-2 

 

Authors Sensors Features Classifier Accuracy 

Feng et al. 

(2014) 

Background subtraction Binary image with human as 

foreground 

Restricted Boltzman 

machines (RBM), SVM, 

Deep belief network 
(DBN) 

RBM 86% 

DBN-84.3% 

SVM-81.7% 

Charfi et al. 

(2012) 

Human silhouette movement 

tracking 

Width and height of bounding 

box, human trajectory and 
projection histogram 

SVM RE - 98% 

SP - 99.6% 
PR - 94.2% 

Charfi et al. 

(2013) 

Foreground segmentation, 

spatio-temporal descriptor used 
combination of Fourier 

transform and wavelet 

transform. 

Aspect ratio, ellipse 

orientation and movement 

SVM, Adaboos SVM (SP – 99.69%, AC – 

99.61%, PR - 94.23%) 
Adaboost (SP – 99.97%, 

AC – 99.42%, PR - 

95.91%) 

Jokanovic et al. 

(2016c) 

Multi Window Spectrogram Time-frequency motion data Softmax Regression 

Classifier in DNN 

AC - 90% 

Jokanovic et al. 
(2016b) 

Principle Component Analysis Vectorized version of gray 
scale spectrogram 

Minimum Euclidean 
Distance Classifier 

AC - 83% 

Zhi and Hui 

(2017) 

Background interference 

elimination 

Ellipse is drawn around the 

object 

3D-CNN AC - 96% 

de Miguel et al. 

(2017) 

Background subtraction, 

Kalman filter 

Aspect ratio, speed change, 

angle 

K-NN SE - 96% 

SP - 97% 

Lu et al. (2017) 3-D CNN with LSTM Automatic feature extraction SVM AC - 99.73% 

 

 

Feng et al. (2014) also used the background subtraction method to track a human body. After then 

they used two deep neural networks i.e. deep belief networks (DBN) and restricted Boltzmann 

machines (RBM) for classification. They also compared the output of their deep network models 
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with SVM and concluded that deep networks perform better than SVM. In Charfi et al. (2012), they 

worked on the human silhouette. Features like width and height of bounding box, human trajectory, 

and projection histogram are extracted by tracking the movement of bounding box drawn around 

the human silhouette. These extracted features are then fed to an SVM classifier. Charfi et al. (2013) 

proposed another work on human fall detection. This work was based on foreground segmentation 

method to extract features like coordinates of bounding box drawn around the human, its aspect 

ratio, ellipse orientation, and movement. They proposed their own spatiotemporal descriptor named 

STHF which used a combination of Fourier transform and wavelet transform. They used this 

descriptor for feature transformation of extracted geometrical features. For classification purposes, 

they provided a comparative analysis between SVM and Adaboost. 
 

Jokanovic et al. (2016c) modified their previous work done in Jokanovic et al. (2016a) by using 

Multi-Window Spectrogram (MWS) for data collection. They provided a comparative study of 

different TF signal representations, i.e. SWS, MWS, Wavelet Transform, and Wigner-Ville 

Distribution. In result, they have shown that MWS outperforms all the three mentioned TF 

analyzers. Jokanovic et al. (2016c) developed two models based on Principal Component Analysis 

(PCA). Step one is the same for both the models. In step one, SWS is used to read human motions 

and generates output in the form of MicroDoppler Signatures. Step two for model one uses three 

eigen images. While step two for the second model uses eigen space generated for each class. In 

the final step, Minimum Euclidean Distance Classifier is used to find the class with the closest 

match. Zhi and Hui (2017) designed a method known as Two-Stream CNN. One stream is made of 

3-Dimensional CNN to eliminate the interference produced by video background. The second 

stream is made of VGGNet-16 CNN to find optical flow in video frames. Finally, the softmax 

function is applied to the output of both the streams for finding the final result. 
 

In de Miguel et al. (2017), they divided the work into a few steps. In the first step, background 

subtraction is used to remove uninteresting objects. The output is then passed to Kalman filter for 

the next step, i.e. noise removal and to keep track of objects present in the scene. After then output 

images are passed through the optical flow to eliminate static objects present in the scene. Extracted 

features are then passed through a K-Nearest Neighbour classifier for classification. Lu et al. (2017) 

designed a visual attention based 3-Dimensional CNN fall detection system. The system uses kinect 

data and passes it to Automatic Feature Extractor module for its training. Once trained, features are 

extracted from testing data, an LSTM based visual attention scheme is used to focus on specific 

regions. They trained their model on Multiple Cameras Fall Dataset.   
 

Nunez-Marcos et al. (2017) used optical flow images which represent the motion of two 

consecutive frames. A set of optical flow images is stacked and passed to a CNN for feature 

extraction. In the end, a fully-connected neural network is used for classification purpose. Harrou 

et al. (2017) proposed a variation of multivariate exponentially weighted moving average 

monitoring scheme (MEWMA). MEWMA charts generated by this scheme are then used to detect 

an anomaly in a scene. In the end, they used SVM classifier to differentiate between true fall event 

and other fall-like events. They also provided a comparative study of their work with other machine 

learning algorithms like naive Bayes, neural network and KNN. 
 

Ge et al. (2017) proposed a method which uses two steam CNN input, one for spatial and one for 

temporal features. Spatial features are extracted by computing RGB difference between two 

consecutive frames while temporal features are extracted by using a temporal optical flow of video 

frames. Sparse representation framework with residual-based pooling is then applied on CNN 
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extracted features to obtain sparse feature codes. In order to capture the sequential information in 

a video, long-range temporal feature representation is considered by concatenating it with sparse 

feature codes which are then provided as an input to SVM classifier for classification purpose. Fan 

et al. (2017) used background subtraction technique to extract the human body from a scene and 

enclosed it in an ellipse. Then, multi-directional statistical analysis is done by developing a 

normalized directional histogram around the center of a drawn ellipse. This normalized histogram 

in result generates 12 static and 8 dynamic features. In the end, resultant features are provided as 

an input to a directed acyclic graph SVM to classify human postures like sitting, lying, crouching 

and standing. By counting the number of occurrences of lying postures in a short temporal window, 

a fall can be detected. 
 

 
Table 6. Vision-based fall detection systems Part-3 

 

Authors Sensors Features Classifier Accuracy 

Nunez-Marcos 
et al. (2017) 

Optical flow of images Displacement vector field in 
two consecutive frames 

CNN SP - 97.23% 
SE - 93.47% 

Harrou et al. 

(2017) 

Multivariate exponentially 

weighted moving average 
monitoring scheme 

(MEWMA) 

MEWMA charts SVM, NN, nave Bayes, K-

NN 

KNN ( AC 91.94%, 

SP 86%, PR 83%) 
NN (AC 95.15%, 

SP 91%, PR 90.3%) 

Naive Bayes (AC 93.55%, 
SP - 88.6%, 

PR 87%) 

MEWMA-SVM 
(AC 96.66%, SP 94.93%, 

PR 93.55%) 

Ge et al. (2017) Residual based pooling on 
two stream CNN 

RGB difference between two 
consecutive frames 

SVM AC - 90.50% 

Fan et al. 

(2017) 

Background subtraction, 

multi-directional statistical 
analysis 

Normalized directional 

histogram 

Directed Acyclic Graph 

SVM (DAGSVM), Multi-
layer perceptron NN 

(MLPNN) 

MLPNN 

(AC - 92.9%) 
DAGSVM 

(AC - 97.1%) 

Hsieh and Jeng 
(2017) 

Feature feedbackm 
mechanism scheme 

Statistic Euclidean distance of 
histogram 

Optical flow feedback CNN Not specific 
to fall 

Min et al. 

(2018) 

Faster R-CNN, Activity 

characteristic extraction 

Space relation, aspect ratio, 

aspect ratio velocity, centroid, 
motion velocity 

Threshold based 

classification 

AC - 94.5% 

PR - 94.4% 
RE - 94.9% 

Lie et al. 

(2018) 

CNN, LSTM 2D skeletons RNN AC - 88.9% 

Anishchenko 

et al. (2018) 

Modified AlexNet CNN Cohens kappa CNN AC - 99% 

Zhao et al.  
(2018a) 

Depth camera for visual, 
Random Forest for human 

body detection 

Motion feature Space Large Margin based KNN SE - 86% 
SP - 98% 

 

 

Min et al. (2018) designed a method for detecting falls on furniture. In the first step, human and 

furniture are detected in the scene (video frame). For this purpose, they have used Faster R-CNN. 

With the help of the position of human and furniture, space relation is found between them. By 

measuring changes in other features like human aspect ratio, velocity, centroid and speed of motion 

along with space relation, a fall can be detected. Lie et al. (2018) used CNN to find 2D skeletons 
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of human from each video frame. The output is then passed through a Recurrent Neural Network 

(RNN) with LSTM to process this series of skeletons by finding spatial as well as temporal 

information from them and for classification. Anishchenko (2018) modified the pre-trained 

AlexNet CNN architecture for two-class classification (fall and non-fall). Transfer learning 

technique is used to train their modified model.  

 

Yang et al. (2016) used Kinect sensor to capture 3D depth images of the scene. Pre-processing of 

these images is done by applying a median filter and background subtraction which in result 

generates moving human silhouette in consecutive depth images. An ellipse is drawn around the 

human silhouette. Horizontal and vertical projection histograms are then obtained from a disparity 

map of depth images. These disparity maps are then used to obtain a floor plane equation. For 

classification purposes, they used a threshold-based method where the angle between centroid of 

human silhouette and floor plane is compared to a threshold value for fall detection and 

classification. Zerrouki and Houacine (2018) proposed a method which applied curvelet transform 

on background subtracted video frames. The resultant curvelet coefficients are then used as 

attributes of a human silhouette. A feature selection technique is then applied to these features. This 

technique was based on differential evolution (DE). The reduced feature vector was then fed to an 

SVM classifier for posture classification. In the end, HMM is used to recognize human activity i.e. 

fall and non-fall. They used a depth camera to detect fall from the bed. Depth camera output is 

passed to a Random Forest algorithm for detection of the human body by extracting human head 

and upper body center. Then after detection of upper-body motion, Large Margin Nearest 

Neighbour classifier is used for two-class classification (fall and non-fall). 
 

4. Conclusion 

This paper provides a literature review of different approaches used for the development of an 

automatic human fall detection system. Three different technologies are used: (i) wearable based 

device, (ii) context-aware fall detection systems and (iii) vision based systems. The underlying 

methods for each previously mentioned category along with a description of their algorithm and 

performance statistics are also described in detail. 

 

Due to the advancement in technologies, intelligent systems have been developed with the help of 

Machine Learning. Whether it is a wearable device, context-aware device or any vision-based 

device, machine learning algorithms have been merged with them to make them more intelligent 

and independent. We have focused our direction towards the use of different machine learning 

algorithms for the development of intelligent automatic human fall detection system. We have 

provided a brief review of different machine learning algorithms used with the existing 

technologies. 

 

From the above survey, we can see that most of the recent research is focused on the use of vision 

based technology for the development of a robust fall detection system. There are some limitations 

to using wearable based technology and context-aware based technology. In case of wearable 

device-based method, people often forget to carry such devices with them and if the system is 

button operated, they forget to press the button after fall to generate an alarm. While children often 

use this button just to create inconvenience for their parents. While context aware based methods 

use audio, pressure and vibration data generated during a fall which is prone to environmental noise. 

 

In comparison to vision based approaches, vision based systems can overcome the above mentioned 

drawbacks. Also, surveillance cameras have been installed everywhere in the environment such as 
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hospitals, residence, shelter homes for children and elder, etc. They gather data which has rich 

information which can be utilized for fulfilling several functions. Also, with the introduction of 

Deep Learning, working on images and videos have become easy and smart. Hence, we can say 

that for the development of future systems, vision-based technology should be mainly used. 
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