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Abstract

• Neural network language model
and distributed representation for words (Vector
representation)

• Capture syntactic and remantic regularities in language

• Outperform state-of-the-art



Word Representation

• One-hot Representation:
Example:
”nervous” : [0 1 0 0 0 0 0 0 0 0 0 0...]
”tense ” : [0 0 0 0 0 1 0 0 0 0 0 0...]

• Distributed Representation:
Example:
”nervous” : [0.792,-0.177,-0.107,0.109,...]

How to learn it?
- Neural Network Language Model
- Yoshua Bengio, 2003, A neural probabilistic language
model



Language Model

• The essence of language model
- input:w1,w2, ...,wt−1

- output:P(wt |w1,w2, ...,wt−1)

• Traditional language model: N-gram
- Let p(wt |wt−1,wt−2, ...,wt−n+1) = P(wt |w1,w2, ...,wt−1)
- Weakness: curse of dimensionality
- Weakness: not considering the ”similarity” between words

Example:
”The cat is walking in the bedroom” in the trainning corpus
contributes little to
”The dog was running in a room”



Neural Network Language Model

• Associate with each word in the vocabulary a distributed word

feature vector(a real-valued vector in R
m)

C (”nervous”) = [0.792,−0.177,−0.107, 0.109, ...]

• Express the joint probability function of word sequences in
terms of the feature vectors
p(wt |wt−1, ...,wt−n+1) = f (C (wt), ...,C (wt−n+1))

• Learn simultaneously the word feature vectors and the
parameters of that probability function



Neural Network Language Model



Neural Network Language Model

• Layer1:(Input Layer)
- Input vector x : m(n − 1)
- Matrix C : |V | ×m

• Layer2:(Hidden Layer)
- Hidden vector ~h = d + Hx

- Matrix H: h ×m(n − 1)
- Vector d : h

• Layer3:(Output Layer)
- Output vector y : |V |
- y = b +Wx + Utanh(d + Hx)

• Softmax output layer:

- P(wt |wt−1, ...,wt−n+1) =
exp(ywt )∑
i exp(yi )



Neural Network Language Model Extention

• CW
Collobert & Weston, 2011, JMLR
Natural Language Processing(Almost) from Scratch

• HLBL
Mnih & Hinton, 2007, ICML
Three new graphical models for statistical language model

• RNN
Mikolov(RNN), 2012, PhD thesis
Statistical Language Models based on Neural Networks



Measuring Linguistic Regularity

• Syntactic test
- ”a is to b as c is to ?”

- base/comparative/superlative forms of adjectives
- singular/plural forms of common nouns
...



Measuring Linguistic Regularity

• Semantic test
- SemEval-2012 Task 2, Measuring Relation Similarity

- Given a group of word pairs, order the target pairs according
to the degree to which this relation holds.



Vector Offset Method

• To answer question a : b c : d where d is unknown
compute y = xb − xa + xc
ω∗ = argmaxω

xωy
‖xω‖‖y‖

• ”King - Man + Woman = Queue”



Experimental Results

• Syntactic regularities identifying test



Experimental Results

• Syntactic regularities identifying test
Compared with other Neural Network Language Model



Experimental Results

• Semantic similarity test


